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1
INTRODUCTION


In this report, I have attempted to present a brief account of regression analysis which investigates the dependence of one variable, conventionally called the dependent variable, on one or more variables, called independent variables and provides an equation to be used for predicting the average value of the dependent variable from the known values of the independent variables. I have also studied how this technique is being used by ABM Data Systems (Pvt) Limited, to formulate their plans for sales, profit margins etc.

2.
MEASURES OF RELATIONSHIP


Measures of relationship are of prime importance in statistics. Techniques used for such measures tell the analyst, or statistician, whether or not a relationship exists between two factors. The statistical techniques also tell about the strength of the relationship, i.e. how sure can one be about variation of a factor by varying the other factor. For example, in a company, the relationship techniques might indicate that the sales volume varies with the amount of budget spent on advertising. So, the company may want to further increase advertising budget to get a corresponding increase in the sales volume. On the basis of such statistical results, as relationships between various factors, a company may formulate its policies, and shape its future programs of action.

3.
REGRESSION ANALYSIS


Regression analysis is a technique used to describe a relationship between two variables in mathematical terms. In this section, we shall discuss various uses of regression analysis, and the common methods of obtaining a regression relationship.

4.
USES OF REGRESSION ANALYSIS


Suppose a large firm is interested in measuring the relationship between annual expenditure on advertising and their overall annual turnover. If a relationship between the two (i.e. a regression relationship) was found, the firm might reasonably expect the following question to be able to answer: "If we increase our annual advertising expenditure to Rs. 200,000/=, what effect will this have on annual turnover?". This question can be answered and, in fact, demonstrates an important use of regression, that is, the ability to estimate the value of one of the variables, given a value of the other.


Regression relationships are also useful for comparison purposes. For example, a firm might want to compare its regression relationship between advertising expenditure and turnover with that of another firm, to see whether its advertising is as effective or not.

5.
SCATTER DIAGRAMS


A first step in finding whether or not a relationship between two variables exists, is to plot each pair of independent-dependent observations as a point on graph paper, using the X-axis for the regression variable and the Y-axis for the dependent variable.  Such a diagram is called a Scatter Diagram.  If a relationship between the variables exists, then the points in the scatter diagram will show a tendency to cluster around a straight line or some curve.  Such a line or curve around which the points cluster, is called the regression line or regression curve which can be used to estimate the expected value of the random variable Y from the values of the nonrandom variable X.


The scatter diagrams shown below reveal that the relationship between two variables:
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6.
METHODS OF OBTAINING A REGRESSION LINE


The process of obtaining a linear regression relationship for a given set of bivariate data is known as fitting a regression line. There are two methods commonly used to fit a regression line to a given set of bivariate data.

7.
INSPECTION


This method is the simplest and consists of plotting a scatter diagram for the relevant data and then drawing in the line that most suitably fits the data. The main disadvantage of this method is that different people may probably draw different lines using the same data.

8.
LEAST SQUARES METHOD


The least squares method of obtaining a regression line has a mathematical basis. Consider the scatter diagram for a set of data. Now consider all the regression lines which could be drawn to represent the data. The least squares regression line of Y on X is that line for which the sum of squares of the vertical deviations of all the points from the line is least.

9.
OBTAINING THE REGRESSION LINE FOR Y ON X


The equation for the regression line of y on x is y=a+bx, then the values of a and b are obtained by using the following formulae.
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10.
INTERPOLATION AND EXTRAPOLATION


Estimate using a regression line can be classified in two distinct ways.

11.
INTERPOLATION


This is the name given to estimation carried out within the range of values given for the independent variable. Interpolated estimates can usually be regarded with a degree of confidence.

12.
EXTRAPOLATION


This is the name given to estimation that is based on values of the independent variable in a region that has not been considered in the calculation of the appropriate regression line. Extrapolation is most commonly used for forecasting, using values of a variable described over time, otherwise known as Time Series. For example, a firm's total number of employees (y) described over a number of years (x) and treated as bivariate data might have a y on x regression line calculated. One of its most obvious uses would be for forecasting levels of manpower for future years, which could be obtained by extrapolating the data (using the calculated regression line).


Because one can never be certain that the regression line calculated from the data will still be appropriate in regions of values not used in the calculation of the line, extrapolation must be undertaken with care. In the above manpower illustration, given the number of employees for the years between 1986 and 1996, it is reasonable to forecast manpower levels for 1997 and also for 1998.

13.
INTRODUCTION TO THE ORGANIZATION
	I have selected ABM Data Systems (Private) Limited, for my study in this report. ABM Data Systems was incorporated as a private limited company in January 1983 in Pakistan.  Its Registered Office is situated at Karachi.  Its promoters belongs to an established business house of Pakistan namely International Industries Limited (IIL). In 1985, ABM established a regional office at Islamabad, and later another regional office was opened at Lahore. Now, ABM is a leading firm in computer industry of Pakistan with over 150 employees and a customer base of over 5000 sites, which includes many well-reputed organizations.
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13.1
OBJECTIVES AND FUNCTIONS

The basic objective of the company is to offer computer hardware, software, and consultancy solutions and services to the organizations and individuals. In particular, the following objectives and functions have been established:

•
Sale of mini, micro, and laptop computers.

•
Sale of peripheral devices like printers, plotters, scanners, compact disk drives, digitizers, tape drives, video projectors/display systems etc.

•
Sale of computer accessories like upgrading products, networking and communication products.

•
Sale of computer-related consumable items like ribbons, ink cartridges, toners, diskettes, tape cassettes etc.

•
After sales service of computer equipment to the customers.

•
Walk-in repair service.

•
On call repair and maintenance services.

•
Networking services (Local Area and Wide Area Network design, installation, and maintenance).

•
Upsizing and downsizing services.

•
Data acquisition and control services.

•
Training in standard software packages and systems.

•
Software consultancy and development services.

13.2
LOCATIONS OF OFFICES

ABM has three offices in the country, viz. Karachi, Lahore, and Islamabad. The addresses of these offices are as below:


Head office:
ABM Data Systems (Private) Limited





197/5, Ground Floor





Pakistan Red Crescent Building





Dr. Daudpota Road





Karachi.


Branch offices:
ABM Data Systems (Private) Limited





Ghani Chambers





Link McLeod Road





Lahore.



ABM Data Systems (Private) Limited





14-Y, Johar Road





Markaz F-8





Islamabad.

The offices are geographically positioned in such a way that the head office covers the southern region of the country while branch offices cover the northern region of the country. In particular, the Karachi office covers the provinces of Sindh and Baluchistan; the Lahore office provides support and services to middle and southern Punjab province, i.e. cities of Faisalabad, Lahore, Multan, etc.; and the Islamabad office provides support and services to the northern Punjab, Islamabad, NWFP, and Azad Kashmir.

13.3
ORGANIZATIONAL HIERARCHY

The company’s board of directors consists of four directors, as named below:


1.
Mr. Balall Yaqub (Chief Executive)


2.
Mr. Azam Sultan


3.
Mr. Amir S. Chinoy 


4.
Mr. Mustapha Chinoy

The Karachi and Islamabad offices are each headed by a General Manager, whereas the Lahore office is led by a Resident Manager. The organizational hierarchy at each of these three offices is given at Appendix-1.

13.4
PRINCIPALS

The following manufacturers of computer hardware, software and networking products are ABM’s principals:

•

Artisoft Inc.


•
AST Research Inc.


•
COGNOS Inc.


•
Colorado Memory Systems


•
Compaq Computer Corporation


•
Data General Corporation


•
Gateway Communications Inc.


•
Seiko Epson Corporation


•
TeleVideo Systems Inc.


•
Telex Communications Inc.

13.5
PRODUCTS OFFERED

<
Computer systems and peripherals

<
Networks

<
Projection systems

<
Application software

13.6
SERVICES OFFERED

•
Installation of computer systems and peripherals

•
Preventive and corrective maintenance services (on-site and in lab.)

•
Network design, installation and maintenance

•
Software consultancy and development services

•
Software training

13.7
RESOURCES


<
Human resources


<
Test/repair laboratories


<
Technical literature


<
Parts inventory


<
Backup equipment


<
Support from head office


<
Training and support from principals

13.8
COMMUNICATION CHANNELS


•
Written (letters, memoranda etc.)


•
Telephone


•
Fax


•
Email


•
BBS (Bulletin Board Service)


•
Mass communication media

13.9
MARKET STATUS

<
Acknowledged as one of the leading computer vendors.

<
Leading service provider in Pakistan’s IT industry.

<
Largest base of contract and warranty customers.

<
Authorized repair center in Pakistan for AST, Epson, and Compaq products.

<
Sole distributor in Pakistan for sale and service of Epson products.

14.
ANALYSIS OF THE ORGANIZATION

In this organization least squares method is used to determine the trend line of total sales.  I have collected the previous nine years data of sales and plotted the actual values and the linear trend on the same graph in the following manner:

(Rs. in million)

	Year


	1990
	1991
	1992
	1993
	1994
	1995
	1996
	1997
	1998

	Total

Sales
	3
	6
	2
	10
	7
	9
	14
	12
	18



Let the equation of the linear trend be 






Since the number of years in the data is odd, we can assign x=0 to the middle year 1994, x=1, 2, 3, 4 to the successive years and x=-1, -2, -3, -4 to the preceding years.  The normal equations then reduce to:






The arithmetic can be arranged as in the table below:

	Year

(t)
	Coded year

(x)


	y
	xy
	x2
	Trend

y= 9 + 1.7x

	1990
	-4
	3
	-12
	16
	2.2

	1991
	-3
	6
	-18
	9
	3.9

	1992
	-2
	2
	-4
	4
	5.6

	1993
	-1
	10
	-10
	1
	7.3

	1994
	0
	7
	0
	0
	9.0

	1995
	1
	9
	9
	1
	10.7

	1996
	2
	14
	28
	4
	12.4

	1997
	3
	12
	36
	9
	14.1

	1998
	4
	18
	72
	16
	15.8

	
 EMBED "Equation" "Word Object6" \* mergeformat  


	0
	81
	101
	60
	81.0







The original values and the trend line are graphed below:
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14. 1 PREDICTION:


We can predict the sales by extending the trend.


For example if we want to predict the sale of years 1999 and 2000 we can estimate this in the following manner:






and by adding these estimation the linear trend will be graphed as under:
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Appendix - I
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