Research Methods and Techniques (524)
Second Assignment


Q. 1
How are multiple methods of data collection and multiple sources related to reliability and validity of the measures?

Ans.
Data is basically collected to measure some to see the correlation of some items with the concept to be taped.  There are a number of ways through which data is collected.  Because of the inherent biases in each of the data-collection methods, obtaining data from multiple sources and through multiple methods is recommended.  Once data are obtained the goodness of data is assessed through test of validity and reliability.  Validity establishes how well a technique, instrument, or process measures a particular concept, and reliability indicates how stability and consistently the instrument taps the variable.  The data have to be obtained in a manner that lends itself to easy categorization and coding.  Different biases in the source of data and methods of data affect the reliability.  It is important that such biases may be minimized by use of different techniques.  The method which is used should be able to reduce the biases.  Thus the source of data is highly dependent on the circumstances and design of the test and the reliability varies with interval consistency of the source.  A variety of data collection methods are used in organizational research.  The validity is related to the design of experiment.  In the laboratory experiment the authenticity of the cause > effect relationship and their generalize ability to the external environment is considered which is called External Validity.  In the other hand the extent of the confidence in the causal effect with one variable with the other variable within the experimental environment is called internal validity.  The methods of data collection are related to both types of these validates.


METHODS RELATED TO VALIDITY.


FACE TO FACE INTERVIEWS:


Interviews are used to obtain information on the issues of interest to the researcher.  In interview the structure is very important to make the experiment validity worthy.  In this case content validity is related.  The questions in interview should be such that they are directly related or have impact on the concept which is being investigated.  The interviewers is required to be trained to obtain the data in unbiased way.  The class of the interviewees plays a major role in respect of the concurrent validity because some individuals in response to a certain item of interest that will be typically different.  The questions of interview in some cases have a future implication. Since many different individuals are interviewed the results obtained have to be sighted to asses that if the response is correlated with the similar group or otherwise.  Thus validity criterion is essentially important in data collection.


DIFFERENT QUESTIONNAIRES


A questionnaire is a performulated written set of questions to which respondents record their answers, usually within rather closely options.  It is used by the researchers when they know exactly what is required and how to measure the variables of interest.  In this way researcher can called large number of responses within a short time either through physical distribution or by mailing or on telephone.  The question of validity is very important at this stage because validity tests. The questionnaire methods is very sensitive with respect to the validity criterion. Therefore, the questionnaire should be well designed to fulfil the condition of content validity and also criterion-related validity.  Because the questioner is put up to the individual who are not in front of the researcher and many biases cannot be eliminated by the persons who are conducting research.  


OBSERVATIONAL STUDIES


These studies help to those experts who can assess the actions, responses, reactions and the conduct of the individuals being observed.  The question of validity is also very important in this case.  In this observation it is common that the two variables which by theory are correlated may not be appeared so in the observation or could not be assessed because the subject is not responding but the observer is himself studying it.  

Q. 2
(a)
Why is cluster sampling a probability sampling design?

Ans.

In Cluster Sampling we select groups or clusters from the total population.  In many studies the researchers are interested to know the response of the individuals according to their age, class, gender, education, geographical or other discrimination of interest.  The groups are chosen in a certain manner giving due representation depending upon the concept to be studied.  Chunks of population are not selected is such a way that the members have heterogeneity within the group, but the groups within the population are homogeneous.  This is in contrast to simple random sampling, stratification or choosing nth element.  For example a committee having members from accounts, personnel, marketing department etc.  Such Committees can be formed in different units of the organization or in a different regional levels of the organization.  Such Committees have heterogeneous members but Committees themselves are homogeneous.  Ideally the clusters can be truly heterogeneous if we gather information about individuals each of them.



SINGLE STAGE CLUSTER SAMPLING:



In this single stage cluster sampling the individuals are studies, examined or accounted for on the basis of the homogeneous clusters but each individual is studied in the cluster.



MULTISTAGE CLUSTER SAMPLING



The cluster sampling can be done in many stages.  First the population is divided into sub-population groups i.e., the population of a country first divided into two parts say male and female or rural and urban.  Then from each sub-population; say male, the same can be divided into different clusters like with their education, etc.  Now this multistage sampling is based on calculation.  From this example it is noted that in cluster sampling the probability of choosing an element for sampling involves a measurable probability.  So the is also probability sampling because when clusters are made from the population, the probability can be calculated.

Q.2
(b)
What are advantages and disadvantages of cluster sampling.

Ans.

Cluster sampling technique is not very common in organizational research.  Its advantages and disadvantages are as under:



ADVANTAGES:

•
Cluster sampling is a convenient type of sampling.  In this way we choose an item from a lot at random then inspect each item of the lot to make sure that what is the extent of the result.

•
Such sampling is used to cover a wider aspect or may have more comprehensive impact.  

•
It is more representative type.  In this way we gives known representation of each element among a population but also include the individuals of each type.

DISADVANTAGES:

•
Cluster sampling is less costly but there are some neutral occurring clusters in the population or organization so they have less heterogeneity among the elements.  Such division is not very useful for organizational studies.  It does not offer much efficiency with respect to precession and confidence.

•
It is also more complex because the choosing of sample involves an effort to study each element of the population.  To ensure heterogeneity the individuals’ interest with respect to sampling is of prime importance.

Q. 3

What is multiple regression analysis?  Give an organizational situation that would call for the use of Multiple Regression Analysis:

Ans.
REGRESSION ANALYSIS 


It is a technique used to describe a relationship between two variables.  Suppose a large firm is interested in measuring the relationship between annual expenditure on advertising and their overall annual turnover. If a relationship between the two (i.e. a regression relationship) was found, the firm might reasonably expect the following question to be able to answer: "If we increase our annual advertising expenditure to Rs. 200,000/=, what effect will this have on annual turnover?". This question can be answered and, in fact, demonstrates an important use of regression, that is, the ability to estimate the value of one of the variables, given a value of the other.


Regression relationships are also useful for comparison purposes. For example, a firm might want to compare its regression relationship between advertising expenditure and turnover with that of another firm, to see whether its advertising is as effective or not.


The purpose of regression analysis is to identify a relationship for a given set of bivariate data. What it does not do however, is to give any indication of how good this relationship might be.


This is where correlation comes in. It provides a measure of how well a least squares regression line "fits" the given set of data. The better the correlation, the closer the data points are to the regression line and hence the more confidence one would have in using the regression line for estimation.


We need a way of measuring the strength of the correlation between two variables. This is achieved through a correlation coefficient, normally represented by symbol r. It is a number which lies between -1 and +1 (inclusive). That is: -1<=r<=+1. A value of r=0 signifies that there is no correlation present, while the further away from 0 (towards -1 or +1) r is, the stronger the correlation.


POSITIVE CORRELATION

Correlation can exist in such a way that increases in the value of one variable tend to be associated with increases in the value of the other. This is known as positive (or direct) correlation. In this case, the correlation coefficient, r, will take a value between 0 and +1, with r=+1 signifying "perfect" positive correlation. Some examples of bivariate data which would be expected to be positively correlated are:

(a)
Age of employee and salary, (With age would come qualifications and experience, both of which would be reflected in a higher salary).

(b)
Number of calls made by salesman and number of sales obtained. (The more calls a salesman makes, the more sales would be likely).

(c)
Age of insured person and amount of premium. (The older a person is, the greater is the chance that they will fall ill or die).

(d)
Machine maintenance cost and age. (Example 1 showed r=+0.88, a high degree of positive correlation for the particular data given).

(e)
Number of vehicles licensed and road deaths.


NEGATIVE CORRELATION

Correlation also exists when increases in the value of one variable tend to be associated with decreases in the value of the other (and vice versa). In this type of case the correlation is said to be negative (or inverse). In this case, the correlation coefficient, r, will take a value between 0 and -1, with r=-1 signifying "perfect" negative correlation. Some examples of bivariate data which one would expect to be negatively correlated are:

(a)
Number of weeks of experience and number of errors made. (As one becomes more experienced in performing a particular taste, so less errors would be made).

(b)
Age at death and age at retirement.(Accrual records show that, within certain limits, the older a person is at retirement, the earlier they will be expected to die).

(c)
Amount if goods sold and average cost per good.


CORRELATION AND CAUSALITY

A causal relationship is said to exist between two variables when the value of one is directly attributable to the other. Another way of thinking of this concept is that there is a distinct "cause and effect" relationship between the two variables. Simple examples of this type of situation are:


Age of machine (cause) v Maintenance cost (effect)


Number of TV licenses (cause) v Number of cinema attendance (effect)


Age of unsure person (cause) v Cost of life assurance premium (effect)


In cases such as these it is usual to expect some degree of correlation, but it need not necessarily be strong. Correlation might exist between two variables (and it could be strong), yet no causal relationship exist. This is sometimes known as spurious correlation. Two examples are:

(i)
Yearly profit of company and Ratable value of premises. Both of these variables are likely to increase if the size of the firm increases, but the two variables are not directly associated. That is, there is no causal relationship present.

(ii)
Average hours worked per week and Percentage of fiber in diet. Clearly, the results of automation, general affluence and social awareness are cutting down the hours we all need to work, while general medical awareness is causing diets to become healthier. The correlation in this case, based , say on yearly measurements, will obviously be high and the spurious deduction one would not wish to make is that "healthy eating causes laziness:

Q. 4
(a)
What kinds of biases do you think could be minimized or avoided during the data analysis stage of research?

Ans.

Bias refers to errors or inaccuracies in the data collected.  Biases could be introduced by the interviewer, the interviewee, or the situation.  Biases could affect the research at two stages.  There is one concept that since the research studies are normally based on the responses of different individuals having different perceptions, backgrounds, values and inherent bias, therefore, a study cannot be 100% free of subjective impact.    In the following lines it is submitted that what kinds of biases could affect the research and how these can be minimized.



AT THE COLLECTION OF DATA STAGE



When the biases are involved in interview stage in the non-structured questions, the interview should be started with open and broad questions.  At times the interview gives impression of extracting a biased opinion.  It is to be avoided.  The question should be fully clear and clarified.  The question can be again asked as rephrased so that the reply is 100% clear position about an issue.  At times the interview helps the respondent to think though the issue if has already not had a serious thought about the issue.  Responses should be recorded immediately after reply.  The note to be drawn on later occasion is not recommended.  It brings bias of pinion of the interviewer.  In addition the interviewers should be in good state of mind when they are interviewed.  Tired and fatigued interviews give biased views.



AT THE DATA ANALYSIS STAGE



At the time when a researcher wants to study an issue, he should make a theoretical framework and then should collect relevant data in an unbiased manner as stated in the foregoing para.  After this he analyses the data.  At this stage although raw material is collected but presentation of the result is a thing which can be influenced by the biases of the researcher.  These biases could be minimized by an objective approach.  In a cause > effect study the researchers have to establish a correlation ship between the two variables.  If in real situation or normal flow of events, there are more than one variables, it is necessary that two variables of interest be separated to study their effect.  This is interference in the flow of events.  This manipulation should be very well thought and minimized in the natural setting.

Q. 5

A good description of the sample is extremely important in any research study.  Discuss.

Ans.

A sample which is a subset of population being studied in the research in which a single member of the sample is called subject.  The subject who make the set of sample is the basic unit who will provide information about the question which is being studied.  If the members or these subjects are not the true representatives of the population then the result of the study will not describe the opinion of affect of that population.  Since sample is only a part of the population, therefore, it should be selected in such a way that it represent the results which are the results of the whole population.  



The sampling design decision or full description of sampling include both (i) the sampling plan; and (ii) sampling size.  In technical terms sampling is process of a sufficient number of elements from the population so that the properties or characteristics of sample subject can be generalized to the whole population.  The question then arises how to choose sample from the population which could give result which are true for the whole population.  Actually this is the crux of whole sampling design.  Its importance can not be overemphasized.  Though our aim is basically the generalization of the result but the period of this effort is sampling description.  For most research at the beginning we have to first fix a criterion how to sample.  Even if the whole population can be tested for the issue of interest, it would be prohibitive in terms of time, costs and the resource of human resource.  If we choose, the sample in a scientific way, we can be reasonably, sure that sample statistics will be as close to population parameter as close as population parameters.



Thus we can choose the sample either in the manner of a probabilistic manner, or in a systematic manner.  In the probability sampling we can have either sample random sampling or restructured probability sampling.



However, inspite of all the techniques available the basis of all statistical aids are the sample data.  The greater is the data well described and defined, the better will be the results.  Thus research results are dependent on the sample choosing criterion.  Whole exercise of choosing a criterion for sampling is basically for the purpose of precision.  It means that how close are our estimates to the true population characteristics.  Usually, we would estimate the population parameters in a range based on the sample estimate.  The precision is a function of the extent to variability in the sampling distribution of the sample mean.  If we take a number of different samples from a population and take the mean of each of these, we will usually find that they are all different and are normally distributed with a dispersion associated with it.  The smaller is the variability or dispersion the greater is the sample precision.  The variability is called standard error.  By different statistical methods we can estimate the precision and confidence level.
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