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IMPORTANT QUESTIONS

	Q: 
	FAQ's on Limit 


	A: 
	Limit

Where did we get the idea of Limit from?
What do we mean by indeterminate form? Or what are indeterminate forms in mathematics?
Why can’t we divide by zero?  Why dividing by zero is illegal? What do we mean by undefined?
Since we know that 
for all real numbers, can we say that
, if can’t what is wrong here?
Is it necessary that the function must be defined at the point where we are investigating the limit?
When do we say that limit of a function exists at a point and write
?
If the graph of the function is given, can we guess that the function has a limit or not at a point in its domain?
What are sided limits of a function? What is the formal definition of sided limits?
What is the relation between the limit
, the left hand limit
and right hand limit
?
What are 
 and
? Why we need them?
Is there any other way to define Limit, I mean other than the definitions we have studied?
Why do we write 
in the definition of limit?
Is there any graphical meaning of the definition of limit using
and
?  

Is the rigorous definition or definition of limit using 
 and
tells us about the value of limit ‘L’?
Is the value of 
is unique?
 

Q1: (i).Where did we get the idea of Limit from?

or    (ii).Why do we need to study the limiting behavior of a function at a point in its domain?

              We always get the ideas from the real life and then try to apply them in mathematics. Suppose that a car moving with variable speed from time [image: image15.wmf]1
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 and suppose that at any time speed of the car is given by the function[image: image19.wmf](
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. Now I hope that every one knows that if I want to find out the average rate of the change of speed, the formula will be

                Average rate of the change of speed = (Final speed – Initial speed) / (Final time – Initial time)
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This is the slope of the secant line joining the points [image: image21.wmf]111
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. Now if we want to find out the rate of change of speed at any instant say [image: image23.wmf]1
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 and using the same formula we get
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  (this is indeterminate form)


That is if we use the same formula which we used to find out the average rate in the case to find out the instantaneous rate then we are in trouble. So in order to get information about the instantaneous rate we move the point [image: image25.wmf]1
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 towards P and see what happens to the formula and we write it as

    Instantaneous rate of change at P is =[image: image26.wmf]10
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So we get the idea and apply the same technique to our real valued functions where they are defined or not defined or give us indeterminate forms in the points in their domain.

Q2: What do we mean by indeterminate form? Or what are indeterminate forms in mathematics?
            Indeterminate forms in mathematics are such expressions for which, in some cases we think about it as having one value and in other case we think that it has a different value. For example consider the function [image: image27.wmf]x
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and what is the value of this function at[image: image28.wmf]0
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In one case we know that anything raised to power 0 is 1 ([image: image29.wmf]0
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). But in another case we know that 0 to the power is 0(what so ever be the power of zero) so in that case its value is 0 ([image: image30.wmf]00
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).


Now both the arguments are right and this is also fact that 1 is not equal to 0 .So the function [image: image31.wmf]x

x

has indeterminate form at[image: image32.wmf]0
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=

.There are many other forms which are indeterminate to many functions.

Q3: Why can’t we divide by zero?  Why dividing by zero is illegal? What do we mean by undefined?


Division by zero is an operation for which you can’t find a unique answer, so it is not allowed in mathematics. You must be thinking how division and multiplication are related .Now we say [image: image33.wmf]a
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 is defined and we mean that there is some c in real numbers such that[image: image34.wmf]a
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or we can say that a can be obtained by multiplication of b and c ([image: image35.wmf]abc
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 defines that a is a product of b and c. For example [image: image37.wmf]12
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  or 12 divided by 6 is 2 because 6 times 2 is 12. Now if I write[image: image38.wmf]12
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is defined say some x that is [image: image39.wmf]12
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 it means that 0 times x is 12. But no value will work for x because 0 times any number is 0. So division by zero doesn’t work and we say that division by zero is undefined.


We can also understand it by another example that division by zero is not defined.


Answer to my question. What will happen if you add apples to oranges? What will be your final answer? It will be apples or oranges, clearly it does not make sense, so the exact thing is just to say that it doesn’t make sense or as mathematician we say that it is undefined. So we say that division by zero is not defined or undefined because it doesn’t make sense.  

Q4: Since we know that [image: image40.wmf]a-a=0

for all real numbers, can we say that[image: image41.wmf]¥-¥

=0

, if can’t what is wrong here?
            First of all  [image: image42.wmf]¥

 is not a real number, we can say that it’s a notation or a concept which mathematicians use to represent a very large number. Now suppose that we allow  [image: image43.wmf]0
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 and [image: image44.wmf]¥

 is a real number.

              We know that real numbers are associative that is for any three real numbers a, b, c we have

                         a+ ( b + c)=( a + b)+c (associative law holds)
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So we can’t allow  [image: image50.wmf]0
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 in mathematics and [image: image51.wmf]¥

 is not a real number.

Q5: Is it necessary that the function must be defined at the point where we are investigating the limit? Or if we

are given [image: image52.wmf]lim
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f(t)=l

then can  we say any thing about the functional value at c i.e., [image: image53.wmf](
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             The function may or may not be defined at the point where we are investigating the limit. When we write [image: image54.wmf]lim()
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   it means that when we approaching towards c then the functional or range values approach towards l .The function may be defined ,or not defined or has indeterminate form at x=c .Here are examples of all the cases
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 is example of a function where [image: image58.wmf]()

fx

 is defined.(figure 2)

                     (3)[image: image59.wmf]2

lim()4

x

fx

®

=

where [image: image60.wmf]2

4

2

()

2

52

x

x

fx

x

x

ì

-

¹

ï

=

-

í

ï

=

î

is the example of the function where [image: image61.wmf]()
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 is defined but
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	Q: 
	FAQ's on Function 


	A: 
	Function 

What are real numbers and real line?
What is the algebraic and completeness property of real numbers?
Can we write 
, if no then what is its reason?
 What is the unit circle?
What are the independent and dependent variables?
What is a real valued function?
Can we guess by looking at the graph of a curve that this curve represents a function or not?
Can we write for the composite functions of f and g , 
? If not then what is the reason?
What is the relation between radian and degree measure?
Can the value of angle be negative?
What is a periodic function?
What is piecewise defined function? Give an example.
 

Function

Q1: What are real numbers and real line?


The real numbers are those numbers that can be expressed as decimals .e.g.

                                          [image: image70.wmf]5
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where “…….” indicates the sequence of decimal digits goes on forever. The real line is a line on which we can represent all real numbers. The values in the above example can be represented on the real line as,
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Q2: What is the algebraic and completeness property of real numbers?


The algebraic property of real numbers tells us that real numbers can be added, subtracted, multiplied and divided (except by 0) and the answer is again a real number.


Whereas completeness property can be summarized as: the real line is a complete one in itself as there is no “hole“ or “gap“ in it.

Q3: Can we write [image: image76.wmf]2
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, if no then what is its reason?


No, since we know that [image: image77.wmf]2
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 , and by definition of modulus function, value of  [image: image78.wmf]a

 is positive (+a) when a is positive and value is negative (-a) when a is negative. So we cannot write [image: image79.wmf]2

aa

=

 as value of [image: image80.wmf]2

a

 can be negative –a.   
 

 Q4: What is the unit circle?

The unit circle is that circle whose radius is 1.

Q5: What are the independent and dependent variables?


We know that a function from a set A to a set B is a rule that assigns a unique element [image: image81.wmf](
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in B to each element x in A. Since we take element x from A so element of B i.e. [image: image82.wmf](
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depends on the value of x, so elements of B are dependent elements (usually known as range of f ). Since we choose an element from A independently so elements of A are independent variables (usually known as domain of f ).

Q6: What is a real valued function?


A function [image: image83.wmf]:
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 , i.e. whose domain and range both are real numbers is called a real valued function.

 Q7: Can we guess by looking at the graph of a curve that this curve represents a function or not?


Yes, if we want to check y as a function of x, then since we know that a function f can have only one value [image: image84.wmf](
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for each x in its domain so no vertical line can intersect the graph of a function f more than once. Similarly to check x as function of y, no horizontal line will intersect the graph of function more than once.  

             

 

 

 

 

 

 

 

 

        (i) The graph of a curve which is not a function                  (ii) The graph of a curve which is function as no

             as there are vertical lines which intersect the                       vertical line intersect more than once.

             the graph more than once.          

 

Q8: Can we write for the composite functions of f and g , [image: image85.wmf](
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? If not then what is the reason?
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 is not true in general. Since by the definition of composite function the domain of  [image: image87.wmf]fg
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 consists of numbers x in the domain g for which [image: image88.wmf](
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lies in the domain of f. Similarly domain of [image: image89.wmf]gf
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consists of numbers x in the domain f for which [image: image90.wmf](
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lies in the domain of g. Since domain of two functions need not be the same so [image: image91.wmf](
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 is not true in general.

Q9: What is the relation between radian and degree measure?


Let us have a unit circle with center at C. Then we know that radian measure of angle ACB is defined to be the length of the circular arc AB.
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                                                                                             B

 

 

 

 


Also since the circumference of the circle is[image: image92.wmf]2
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, and one complete revolution of a circle is [image: image93.wmf]0
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                                                                      This is the required relation.

Q10: Can the value of angle be negative?


Yes, when we measure the value of angle clockwise the resulting angle is negative and when we measure counterclockwise the value is positive.

Q11: What is a periodic function?


A function [image: image95.wmf](
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is called a periodic if there is positive number P such that 
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Here P is called period of the periodic function.

Q12: What is piecewise defined function? Give an example.


 Sometimes a function has different formulae on different parts of its domain. In such a case we need to define the function piecewise. This function is called piecewise defined function. For example the modulus function which is defined as:
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	Q: 
	FAQ's on Continuity 


	A: 
	Continuity 

What is continuity in simple words?
How can we guess the zeros of continuous function?
 What does the Mean Value Theorem tell about the function?
Can we define continuity by using
and
?
What is the difference between Continuity and Limit at the same point?
What is removable discontinuity?
What is continuous extension of a function?
What we can say about the limit at a point in the domain of f if f is continuous in its domain?
 

Q1: What is continuity in simple words or if we have to give the concept of continuity to a non mathematician, then how we can define continuity or what is the informal definition of continuity?

By the continuous function we mean that function has smooth graph over its domain. Or we can say that there is no break in the graph of the function. Now we say that a function is continuous at a point if its graph is smooth in its neighborhood.(Neighborhood means the points very close to that point  which is under consideration, although it has mathematical definition).

Q2: How can we guess the zeros of continuous function?


By the zero of a function, we mean the value of x for which[image: image101.wmf](
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, now if a function is continuous on a close interval it means that graph of the function is smooth or we can say that there is no break in the graph of the function. Now if a function  is continuous on the close interval and there are two points in the interval such that at one point function has positive(negative) value and at other point it has negative (positive) value then the graph of the function must cut the x-axis at least once between that interval. The value of x where the graph cuts the x axis is known as zero of the function. So we can say that the continuous function which satisfies the above condition must have at least one zero in the interval.

Q3: What does the Mean Value Theorem tell about the function?


The Mean value Theorem tells us that if a function [image: image102.wmf](
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 is continuous on a close interval [image: image103.wmf][
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 and any number c which is between [image: image104.wmf](
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 then there exists a number d between a and b such as [image: image106.wmf](
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 holds. Geometrically this is as in the figure.

                                             [image: image107.png]v(x) = vertical distance between curve f(x)
and secant line through Aand B



              

Q4: Can we define continuity by using[image: image108.wmf]e
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We say a function is continuous at a point c in its domain if
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holds. 

Or we can simply say that a function is continuous at x = c if                                                               
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Q5: What is the difference between Continuity and Limit at the same point?


For continuity at a point [image: image124.wmf]0
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 the function must define at [image: image125.wmf]0
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 and the functional value and limiting value of function at [image: image126.wmf]0
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 is same. Whereas in case of limit, function may or may not be defined at [image: image127.wmf]0
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 Q6: What is removable discontinuity?


Since the definition of continuity at a point is
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             Now for a function if first two steps hold but the third step does not hold that is [image: image133.wmf](
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, then we say that the function has a removable discontinuity at x = c.  

 Q7: What is continuous extension of a function?

If a function has a removable discontinuity at some point x = c then we can redefine this function which is continuous at x = c. The function which we redefine is known as the Continuous Extension of that function. For example the function  [image: image136.wmf](
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 is discontinuous at x = 1, so that we redefine the function as 
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which is continuous at x =1  and  the function [image: image138.wmf](
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 is called continuous extension.

Q8: What we can say about the limit at a point in the domain of f if f is continuous in its domain?
If a function is continuous at a point x =c then the Limit of that function exists at that point and is equal to f ( c ).

So we say that Limit exists at x = c.

 


	Q: 
	FAQ's on Differentiation 


	A: 
	Differentiation

What is the graphing method of calculating derivative?
What is the difference between Differentiation and the Derivative?
I cannot understand that how to compute derivative of a function, please tell me an easier way.
How can we relate 1st, 2nd and 3rd derivative with one another?
To represent derivative why do we use different notations?
What is evaluation symbol?
In how many steps can we  find the derivative of function by 1st principal (Abinitio method, by definition)?
Which are the conditions that a function does not have a derivative at a point?
How can we guess the differentiability of a function by looking the graph of that function?
If f has a derivative at 
, then is f  continuous at 
?
How to read the symbols for derivative?
Can we obtain 2nd derivative of a function by squaring first derivative of that function?
What is the difference between average and instantaneous rate of change?
Why we need for an implicit differentiation?
What is the meant by Related Rate of Change?             
What is the difference between Absolute and Relative Extrema?       

Is there any other method for finding extrema for a quadratic equation other than first or second derivative test?
 

Q1: What is the graphing method of calculating derivative?

 If we draw the graph of the given function[image: image141.wmf](
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, the derivative can also be determined by finding the slope of the graph at a particular point where we have to find derivative. For this first we will find the slope of function at that point, using formula 
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  The way to get the better derivative is to make the two points very close together. But this gets very tiring when you need the derivative at many points on the graph. There is an easier way than graphing and calculating slope at every point we want , that is the Differentiation.

Q2: What is the difference between Differentiation and the Derivative?


Differentiation is the algebraic method of finding the instantaneous rate of change of a property” whereas the Derivative is itself that instantaneous rate of change.

Q3: I cannot understand that how to compute derivative of a function, please tell me an easier way.

 
Suppose you are given a function [image: image143.wmf]:

f

Â®Â

 i.e. from real numbers to real numbers (I’m hoping you are pretty clear on the idea of function here, if not please feel free to ask about that too). To understand this suppose f is function that tells us about the amount of radio active material in a source which is decaying with time.

 
Now suppose you want to find how fast the function is changing at any moment i.e. how fast the source is emitting radioactive particles .This would be measured in particles/sec. Now suppose we have to compute the rate of change at time is equal to 5 seconds. We could compute the amount of particles left in the sample after 5 seconds i.e. [image: image144.wmf](
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 is the amount of particles emitted in 5 seconds and if graph of f is straight line then its derivative is [image: image147.wmf](
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If  graph is not straight line then  to find  slope of tangent line to graph of given line at 5  sec is probably closer to [image: image148.wmf](
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In fact, if we get closer and closer to 5, we are computing the slope of a line that is very close to[image: image152.wmf](
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is closer to our desired rate of change than [image: image154.wmf](
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Remember that we're really just computing the slope of lines that look a lot like our curve.  What we want is the slope of the curve itself. If you're pretty clear on the definition of a limit, you should see the answer at this point.  The slope of the curve ("the rate of change of the function f "," the derivative of f") at [image: image155.wmf]5
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is the derivative of the curve at[image: image157.wmf]5
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 Q4: How can we relate 1st, 2nd and 3rd derivative with one another?
 
If you go from here to there, you change your position. Let's pretend there is a number line along which you are walking, and a big clock on the wall. As you walk, your position and the clock are both changing.  


Your velocity , which is the first derivative of position with respect to time, [image: image158.wmf]dP

dt

, is obtained by making the change in time smaller and  smaller till it approaches zero ( by using the definition of limit) on [image: image159.wmf]howfaryougo
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Now if you decide to walk a little fast then your velocity (first derivative) also increases, the second derivative will measure the change in your velocity. Namely it is called acceleration.  


 And if your second derivative is changing, guess what we call it? We don't have names for all the different derivatives, or at least I don't know the names, if they do exist, but you can see how each one is related to the one before it. 

Q5: To represent derivative why do we use different notations?


Each notation of derivative has its own strengths and weaknesses. The “prime” notations [image: image160.wmf]y

¢

 and [image: image161.wmf]f
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comes from notations that Newton used for derivatives. The [image: image162.wmf]d
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notations are similar to those used by Leibniz. 

Q6: What is evaluation symbol?


As you know the value of the derivative of a function [image: image163.wmf](
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  The symbol  [image: image166.wmf]xc
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 , is called an evaluating symbol.

Q7: In how many steps can we  find the derivative of function by 1st principal (Abinitio method, by definition)?

       There are three steps:

1. 1.      Write an expression for [image: image167.wmf](

)

fx

 and[image: image168.wmf](

)

fxh

+

.

2. 2.      Expand and simplify the differences quotient[image: image169.wmf](
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3. 3.      Using the simplifier quotient, find the derivative by evaluating the limit                                                                                    
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Q8: Which are the conditions that a function does not have a derivative at a point?


By definition a function has a derivative at a point P when secant line through P and a nearby point Q on the graph of function approaches a limit as Q approaches P.


Thus whenever

1. 1.      The secant line fails to take up a limiting position

2. 2.      The secant line becomes vertical as Q approaches P
 the derivative of the function does not exist.

 Q9: How can we guess the differentiability of a function by looking the graph of that function?


A function whose graph is otherwise smooth will fail to have a derivative at a point where the graph has:

1. a corner point , where the one sided derivatives of the functions are different.
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2. A cusp, where the slope tangent to the curve  from one side of P approaches to [image: image171.wmf]+¥

 and from other side of P 

it approaches to [image: image172.wmf]-¥
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3. A vertical tangent, where the slope of tangent to the curve  from both sides of P approaches [image: image173.wmf]+¥

 or [image: image174.wmf]-¥
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4. A discontinuity. 

 

 

 

 

 

 

Q10: If f has a derivative at [image: image175.wmf]xc
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, then is f  continuous at [image: image176.wmf]xc

=

?


Yes if f is differentiable then f is continuous at [image: image177.wmf]xc
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. Note that the converse of this statement is not true in general.

Q11: How to read the symbols for derivative?
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	Q: 
	FAQ's on Infinite Series 


	A: 
	Infinite Series

What is the difference between a set and a sequence?
What is the index of the terms of a sequence?
 By looking at the graph of a sequence can we guess the convergence of the sequence?
By looking at the first term of the sequence, can we guess that the sequence will diverge (or converge)?
What is the sequence of partial sums? How to construct a series of partial sums?
If in a series of positive terms, the sequence of partial sum is bounded then does the series converge or diverge?
In integral test, if integral converges to sum number M, then does the series converges to M?
If an alternate series absolutely converges then does it converges?
 

Infinite Series

Q1: What is the difference between a set and a sequence?


A set is the collection of well defined things. The idea of “well defined” can be understood as the things which have some proper existence. A sequence is a function with domain of natural numbers. In collection of well defined things we do not need any formula to represent any element of the set but in case of sequence each element of sequence is obtained by a formula.

Q2: What is the index of the terms of a sequence?


Usually we denote nth terms of a sequence by a(n). The number (n) is called index of the nth term of the sequence.

Q3: By looking at the graph of a sequence can we guess the convergence of the sequence?

  
Yes, since in a sequence we use a function with domain of natural numbers, thus the graph of a sequence is in the form of dots. Graphically a sequence {an} converges to a limit L if for any positive number E there is a point (N) in the sequence after which all terms lie between the lines y=L+E and y=L-E; that is, eventually the terms in the sequence lie within E units of L. The concept will be clear after looking at the following graph.
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The divergence can be understood as:

 


y

 

 

 

 

 

 

 

                                                                                                                  x

 

 

Q4: By looking at the first term of the sequence, can we guess that the sequence will diverge (or converge)?


No, the convergence (or divergence) of a sequence has nothing to do with how a sequence begins. It depends only on how the tails behave.

Q5: What is the sequence of partial sums? How to construct a series of partial sums? 


We use this term in order to find out the convergence or divergence of a series. To construct a sequence of partial sums let us have a series [image: image183.wmf]1
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Similarly, the nth term of this sequence is:
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Q6: If in a series of positive terms, the sequence of partial sum is bounded then does the series converge or diverge?


If the sequence of partial sums, for series of positive terms, bounded then the sequence is converges.

Q7: In integral test, if integral converges to sum number M, then does the series converges to M?


No the integral and series need not to converge to same value e.g. the integral  [image: image187.wmf]2
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Q8: If an alternate series absolutely converges then does it converges?

Yes if an alternate series converges absolutely then it converges but many converges series does not converges absolutely.    
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RELATED LINKS

	http://archives.math.utk.edu/visual.calculus/1/definition.2/index.html:


	
	Graphical Representation of Limits


	http://archives.math.utk.edu/visual.calculus/1/limits.16/index.html:


	
	Numerical Introduction to Limits


	http://mathforum.org/calculus/calculus.html:


	
	For carrying out exercises


	http://mathforum.org/calculus/calculus.puzzles.html:


	
	Problems and puzzles for calculus


	http://vulms.vu.edu.pk/courses/MTH101/SamplepaperMTH101.doc:


	
	Sample paper for Midterm Examination.


	http://vulms.vu.edu.pk/courses/MTH101/summersession2003.doc:


	
	Schedule for summer session 2003.


	http://vulms.vu.edu.pk/midsamples/MTH101_midterm_sample.doc:


	
	Midterm sample


	http://www.calculus.org/:


	
	For more calculus


	http://www.geocities.com/jtaylor1142001/index.html:


	
	For more on Calculus topics, please use this link for reading and exercising.


	http://www.ies.co.jp/math/products/calc/menu.html:


	
	Practice Limits and Derivatives

	http://www.mathpages.com/home/icalculu.htm:


	
	Calculus and Differential Equations


	http://www.seresc.k12.nh.us/www/alvirne.html:


	
	Problem of the Week For students, who advanced in Calculus, please try it on the NET.


	http://www.vu.edu.pk/assignmentsol.html:


	
	Assignment Solutions.


	http://www.vu.edu.pk/exam/twentypercent.doc:


	
	Rules to pass a course in exam.
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