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ABSTRACT

Abstract:  Much social research examines attitudes, values, and beliefs.  Researchers would often like to make claims about the relationships between these cognitions as well as their effect on behavior.  Providing evidence for such claims is quite difficult, yet without such evidence critics can challenge the direction of relationships between cognitions and even between cognitions and behavior.  This paper describes and tests a methodology for using reaction time (response latency) to clarify the direction between cognitions and between cognitions and behavior.  The elements of the method include:  a model relating reasoning chains to reaction time, the gamma probability function for time data, Bayes factors for testing the relative strength of statistical models, and question order experiments.  The method is applied to the author's ethical responsibility model of political participation decisions in a sample of 167 college students.  Findings support the model in one key respect and are ambiguous in another.  Findings contradict a reverse causal effect from behavioral intentions to the key ethical cognition.
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Many researchers study the political implications of attitudes, values, and beliefs.  They often make, or would like to make, claims about the direction of relationships among these cognitions and between the cognitions and behavior (Sniderman, Brody, and Tetlock 1991, for example).  Without evidence for such claims, theoretically central relationships between cognitions can be challenged.  In addition, some prominent researchers raise the possibility that people act first and subsequently construct reasons and attitudes to justify their actions (Hansen and Rosenstone 1984; Leighley 1995; Markus 1986; Mohr 1996; Nisbett and Wilson 1977; for a response, see: McClure 1983; White 1980).  In this view, attitudes may have little or no effect on behavior even when they are strongly correlated, because attitudes merely summarize past behavior.  Researchers who believe that cognitions matter would benefit from a methodology that could provide evidence regarding the inferential order of reasons and behavior.  I will use the term "inferential" order instead of "causal" order because I do not know whether reasons influence each other and behavior in a mechanical way.

The inability of political researchers to establish the direction of inferential arrows between cognitions and between cognitions and behavior affects the conclusions of political science in a subtle yet profound way.  Without being able to establish inferential direction, the only cognitions that seem "real" are those that are relatively stable over the long-term—because cognitions that are adaptive to the immediate situation might simply be rationalizations of action propensities in these situations.  Stable attitudes, whose study was enshrined in The American Voter (Campbell, Converse, Miller et al. 1960), have constituted much of the focus of political research on cognition.  Yet, the cognitions that are logically connected with intelligent response to a situation are those that change rapidly in response to context.  Political scientists' failure to more thoroughly study such ephemeral cognition subtly biases conclusions in favor of the view that elites, not masses, control politics.  When Rosenstone and Hansen (1993) explain the short-term variability of political participation, they conclude that stable attitudes cannot account for such fluctuations and the only remaining explanation is mobilization by elites.  If researchers could study intelligently adaptive cognitions, perhaps they would find the masses not so sheep-like.

This paper proposes and tests a method for using response speed (latency) to determine the order of political reasoning processes.  The method assumes that if people have recently contemplated some attitude or reason, they will respond more rapidly to questions regarding that attitude or reason than if they had not contemplated it
.  By presenting questions in varying order to subjects and recording response times, experimenters can use this method to clarify the inferential order of political reasoning.  The method can also provide evidence of the relationship between reasons and action
.  

This paper tests this approach on the author's ethical responsibility model of public interest group participation decisions
.  The data were collected in an experiment with college students from a conservative, career-oriented mid-sized university.  Preliminary results reported in this paper strongly support the hypothesis that cogitation about the moral desirability of group goals precedes both cogitation about sense of responsibility and level of motivation to participate.  The data are more ambiguous regarding whether sense of responsibility precedes level of motivation.  The data reject all reverse causal models, with level of motivation or sense of responsibility influencing the perceived moral desirability of group goals.  For reasons discussed below, this provides moderately strong evidence against the view that behavior or behavioral intentions cause reported level of moral desirability.

Theoretical discussion will proceed in several steps.  First, an overview will be made of existing methods for clarifying the order in which people reason about something—that is, for clarifying reasoning chains 
(Sniderman, Brody, and Tetlock 1991).  Second, the model connecting response speed to reasoning chains will be explained.  Third, the responsibility model of public interest group participation decisions will be introduced.  Next, relevant statistical issues are discussed.  Finally, hypotheses are developed.

Before beginning, I would like to introduce some notation that will simplify presentation:

V
stands for the perceived moral value of a public interest group's goals, a variable of the responsibility model

R
perceived sense of responsibility to contribute to a public interest group's goals

M
reported level of motivation to contribute to a public interest group's goals

=>
as in V=>R, which means that V precedes R in the reasoning chain and must be cognized before R can be answered.

=
as in R=M, which means that R is cognized whenever M is cognized and vice versa.  Even if this is the case, it is not necessarily true that R and M are in fact the same cognition.  Confirmatory factor analysis would be a more appropriate way to test whether they are the same.

<spc>
as in V  R, which means that V and R do not belong in the same reasoning chain.  Answering either V or R will not affect response time for subsequently answering the other.

V=>R=>M is the portion of the responsibility model of political participation decisions that will be investigated in this paper.

Existing Alternatives for Testing Reasoning Chains

Currently, the methodologies for establishing inferential order of reasoning processes or the influence of reasons on behavior are limited.  One recourse is difficult experimentation in which researchers attempt to manipulate a reason and then check for changes in other reasons or in behavior (Batson 1991; Diamond 1990; Schwartz 1970).  Such experiments can be very time and resource intensive, and critics can challenge whether the manipulation did in fact influence the reason or attitude it was designed to influence.  Nevertheless, such experiments are important for establishing inferential order.

Other alternatives, more frequently invoked by political scientists, involve statistical methods that provide some clues regarding the relationships among cognitions.  One of these is analyzing correlations for the "logic of causal order" (Davis 1985).  One mainstay of this method is the assumption that if cognitions V and R, say, are not significantly correlated, then there is no inferential relationship between them.  Of course, it may be that insufficient data has been collected to discern their relationship, or that unaccounted for factors obscure the relationship.  A researcher can never be certain all relevant variables have been examined.  Nor, finally, does a significant relationship between V and R clarify the direction of the relationship or even show they are separate cognitions.

Another key postulate of the logical of causal order is that if cognition R mediates the effect of cognition V on M, analysis would show that all three are significantly related in bivariate correlations, but a regression of M on V and R would show a significant R and a non-significant V.  This method is limited in several respects.  First, it does not ultimately clarify the inferential direction.  Second, the method does not provide a clear statistical result, such as:  the probability that R intervenes between V and M is .70.  Moreover, it is often the case that the desired pattern does not emerge in a clear fashion.  For example, in regressing M on V and R, it often happens that the significance of both V and R decline substantially.  Even if R remains significant, it is not clear that it mediates V—they might simply be collinear
.

Confirmatory factor analysis can also be used to provide limited evidence regarding the nature of a reasoning chain.  If two factors are not significantly different from each other, it might be inferred that they measure the same cognition.  Thus, rather than V=>R or the reverse, the researcher could conclude that V=R.

All of these methods provide some evidence regarding the relationships in a reasoning chain, and the more different types of evidence supporting a hypothesis the better.  Nevertheless, all of these methods are fallible.  Consequently, room exists for an additional method, particularly one that could provide evidence regarding the direction of a reasoning chain.  The method introduced here also has its weaknesses, but in combination with the other methods, it can be an important contributor to conclusions about reasoning chains.

Connecting Response Speed to Reasoning Chains

The simple and obvious assumption made in this paper is that if people have just thought about some issue, they will respond more quickly to that issue than people who have not.  But, that begs a key question—when will someone think about an issue?  Here, I make the most simple assumption possible:  people will think about an issue if they have just been asked about it or about a related issue that requires an answer to the first issue.  In other words, people have a cognition if they are asked about it or about a cognition deeper in the reasoning chain.    And, they will not have the cognition otherwise.

Albeit strong, this assumption is consistent with the view of people as cognitive misers (Fiske and Taylor 1991).  Namely, people do not think more than they must.  Consequently, they do not, for example, go through an entire reasoning chain when they are asked about the first cognition in that chain.  If that were the case, timing people's responses would yield little information about their reasoning processes.  Unfortunately or perhaps fortunately, people are not always cognitive misers.  For example, if they are particularly interested in an issue or held accountable for actions related to the issue, they may adopt more thorough and proactive processing 
(Petty, Wegener, and Fabrigar 1997; Tetlock 1992).  

Nonetheless, at least some of the time people are cognitive misers, and experimental conditions could be made such that people are more likely to be miserly.  In the study discussed in this paper, subjects were given instructions to accurately answer each question but to respond quickly, waste no time, and ignore distractions.  Subjects were no doubt aware that they were being timed and that "success" meant answering quickly.  Under such conditions, I hope that most people will think only about what is necessary to answer the question in front of them and no more.

If most people do not adopt the miserly strategy, then this should be apparent in the findings of this paper.  Specifically, the theoretical model V=R=M should be confirmed if people cognize the entire reasoning chain the moment they are asked about any of its components.  Empirically, this would mean that people will respond significantly more slowly in answering any of these cognitions if it is asked first, but otherwise the order of questions will not affect response time differences.  Alternatively, the model V  R  M (no relationships) would be confirmed if people already have gone through the entire reasoning chain before being asked about it.

  It may be possible to build more complex statistical models that allow some people some of the time to not be cognitive misers
.  I eschew building such a model to begin with because this project is already complicated.  This paper seeks to show what can be accomplished as simply as possible.

A final possibility is that people engage in rationalization.  For example, a person might decide they have a responsibility to engage in some action, next decide their level of motivation, and then, realizing they would otherwise have to engage in costly action, reassess their level of both motivation and responsibility
.  No doubt, some people rationalize some of the time.  It is not clear that rationalization protects the behaviorist position that cognitions do not affect behavior—the logic behind rationalization seems to depend on behaviorally efficacious cognitions.  Nevertheless, the methodology introduced here can and will be used to test for rationalization. 

The Responsibility Model Of Public Interest Participation Decisions

Political scientists have increasingly turned to considerations of identity, ethics, and altruism to explain the apparently other-regarding aspects of many political decisions (Mansbridge 1990; Petracca 1991; Stoker 1990) and the prevalence of collective action (Berry 1977; Opp 1986; Uhlaner 1986).  The responsibility model of political decision making attempts to introduce ethical and identity considerations in a more compelling framework than they have been.  The model is described more fully elsewhere (Muhlberger 1995; Muhlberger 2000a).

In much prior research on why people participate politically, researchers' strategy has been to find attitudes and other factors that significantly affect participation but are at some remove from whatever cognitions are directly involved in participation decisions.  The sheer number of factors enlisted make it highly improbable that these factors are all directly considered by every person in every participation decision.  For example, the well-known public goods model 
(Finkel, Muller, and Opp 1989; Muller, Dietz, and Finkel 1991; Opp, Hartmann, and Hartmann 1989) implies that people mentally weight and sum nine benefits and costs in their participation decisions.  Research indicates, however, that people have great difficulty weighing even four pieces of information at a time (Summers, Taliaferro, and Fletcher 1970).  These factors, however, are politically relevant not because they always enter directly into participation decisions but because they indicate what social and political conditions may be relevant for such decisions either indirectly or some of the time.

Nevertheless, there is value in a cognitive process model of participation decision making.  Such a model points out what summary judgments are typically directly involved in such decisions.  Knowing what summary judgments are typically involved can help political scientists better understand what non-proximate considerations are genuinely relevant.  It also clarifies why the considerations are relevant.  Also, it focuses research on intelligently adaptive cognitions, not just stable attitudes.  Finally, a cognitive process model suggests many non-obvious hypotheses that can help researchers move beyond self-reports in testing their theories.  For example, the responsibility model is powerfully moderated by moral reasoning sophistication (Muhlberger 2000b), a finding that is non-obvious because the measure of moral reasoning sophistication used has nothing to do with politics or political participation.  Also, the model is powerfully mediated, in expected ways, by the presence of a mirror during decision making (Muhlberger 1996)—a manipulation that heightens the influence of self-relevant standards.

The responsibility model is an intuitive model of altruistic motivation derived from several social psychological explanations of altruism (Bar-Tal and Bar-Tal 1991).  Although the model contains five cognitions, these are hierarchically organized and people are never expected to weigh and sum more than three cognitions at a time.  The model incorporates Schwartz's normative decision model (Schwartz and Howard 1981) and Candee and Kohlberg's (1987) moral decision making model.  These models are supported by extensive lines of psychological research.  In particular, Schwartz experimentally manipulates the self-relevance and moral value perceptions of the responsibility model (Figure 1) and finds changes in subsequent, unobtrusively observed, altruistic behavior (Schwartz 1970).  The responsibility model also predicts subsequent and surreptitiously observed participation behavior (Muhlberger 2000b).

[image: image1..pict]Figure 1.  The Responsibility Model

Blasi (1983) explains that, "The function of a responsibility judgment is to determine to what extent that which is morally good is also strictly necessary for oneself."  (p. 198)  People's judgments that they are responsible to pursue some goal are, therefore, formed from 1) a judgment that the goal advances what they conceive as the moral
 good and 2) a judgment that their sense of identity requires the action.  According to Blasi, responsibilities motivate because to ignore them would undermine the coherence of a person's sense of self, a concern that appears to powerfully motivate people (Steele 1988).

The responsibility model in Figure 1 indicates that responsibility judgments are affected by perceptions that a goal advances the moral good.  The model calls these perceptions the perceived "moral value" of a goal.  Morally valuable goals become personally motivating to the degree people believe the goals are relevant to their sense of identity.  Such relevance is introduced in the model as effects of two cognitions—the judgment that a goal is self-relevant and affect toward the goal.  It may appear that people should be influenced by the interaction of identity and moral value.  But interactions tax cognitive processes, with the result that many people treat the variables additively (DeKay and McClelland 1996).  A simple additive model is therefore preferred.

Schwartz (1981) proposes that feelings of responsibility lead to expectations of internal rewards, which in turn influence motivation.  Responsibility can also lead directly to motivation thanks to empathy (Batson 1991; Batson and Shaw 1991) and internalized motivation (Koestner, Losier, Vallerand et al. 1996; Rigby, Deci, Patrick et al. 1992).

The model in Figure 1 is not meant to be a complete account of participation decisions.  There may be other factors that directly influence motivation to participate, including expectations of solidary and material rewards.  The model describes the nature of purposive rewards.  Moreover, the model depicts decision making under relatively ideal conditions.  Pressed for time while considering an uninteresting participation opportunity, people may simplify their cognitive processing by, for example, inferring motivation directly from affect.

For the sake of simplicity, the current paper will examine only three of the cognitions of the responsibility model—moral value, responsibility, and motivation.  The first two of these constitute the moral core of the responsibility model, while the last merges on behavioral intentions.  The presence of additional considerations do not alter any predictions regarding response speed.

Statistical Considerations

The Gamma Distribution

Traditional statistical methods are too insensitive to take full advantage of response latency (response speed) data.  Latency data is clearly not distributed as normal—latencies can never be less than zero and they generally have a very long positive tail.  Thus, OLS regression techniques do not apply, at least not directly
.  Many psychologists address this problem with a combination of dropping or reducing the most extreme outliers by setting their values equal to other less extreme values (Fazio and Dunton 1997; Fazio, Williams, and Powell 2000) and transforming the latencies with one of the family of Box-Cox transformations—such as the log or reciprocal transformations (Fazio, Williams, and Powell 2000; Fletcher 2000; Roese and Olson 1994).  The effect of these transformations is simply to dampen down the most extreme outliers while leaving less extreme data largely undisturbed.  There does not appear to be any theoretical justification for these or related transformations
.  Indeed, such a justification would be difficult to imagine.  For instance, taking the logarithm implies that the response time is a result of the product of the explanatory variables taken to the power of their coefficients.

This paper presents and tests a maximum likelihood method based on the gamma probability density function (Eliason 1993; Ross 1984).  This statistical method is adopted from cognitive psychology, where it has been used to model response speeds in experiments (Morrison 1979), and economics, which applies it to highly positively skewed data (Eliason 1993).  Gamma is a highly flexible functional form for positively skewed data.  For instance, the various chi-squared distributions are simply a special case of the gamma function.  The gamma function can justifiably be linked with latencies.  Gamma represents the amount of time it takes to complete n processes when the probability that a process will be completed in a given, short time interval is fixed (Ross 1984).  The particular parameterization of gamma I will use in this paper does not relate the explanatory variables directly to n processes.  Instead, the hypotheses discussed below are about differences in mean response time, consequently parameterization will be in terms of such means.  Nevertheless, the logic connecting gamma with time-based processes remains intact albeit not directly visible.

The specific parameterization of gamma used in the following data analysis is:  

Gamma PDF=(1/gamma(v))) * ((v/u)^v) * (y^(v-1)) * exp(-(v*y)/u)

Gamma(v) is the gamma function, not distribution.  It has the property that, for v an integer, gamma(v)=(v-1)!.  y is the response latency (dependent variable), u is the predicted mean of the distribution, and var(y)=u^2/v.  That is, v helps scale the variance of the distribution
.  In the data analysis, u and v were determined as functions of the independent variables, x1 through xn.  Specifically, u=b0+b1*x1+b2*x2+... and v=exp(b0+b1*x1+b2*x2+...).  It is somewhat unconventional not to take exp(u) for the linear function of u (Eliason 1993), in part because failure to do so may mean that some values of the linear function could become negative, which is impossible by the definition of gamma.  But, the hypotheses below are about the distribution mean, and it seems more natural that the independent variables have a simple additive effect on the mean rather than an exponential effect.  It turns out that the likelihood process is well-behaved and, with reasonable starting values, u never becomes negative.  On the other hand, the hypotheses do not have much to say about the variance of the distribution and taking the exponent of the linear function is traditional.  It also leads to lower log-likelihoods, which suggests it works better
.

In some parameterizations of the gamma distribution, a coefficient is added for horizontal shift of the distribution.  This is not needed in the current application because the lowest response latencies are near zero and gamma is flexible enough to make the probability of near-zero values all but zero.

Bayes Factors

  In addition, Bayes factors are applied to determine how much more probable the proposed inferential model is than competing models.  As discussed below, different hypotheses about inferential order (for example, V=>R=>M, M=>R=>V, or V=>(R=M) ) are tested by building different maximum likelihood models.  To determine which model is best, their relative probability given the data must be assessed, which can be done using Bayes factors.  For instance, the relative probability of model 1: V=>R=>M versus model 2: M=>R=>V, would be: 

Equation 1:  p(model 1 | the data) / p(model 2 | the data) = [ p(the data | model 1) * p(model 1) ] / [ p(the data | model 2) * p(model 2) ] (Raftery 1995)  

p(model 1) and p(model 2) are subjective and stands for the researcher's a priori assumptions about the probability of each model.  To treat each model fairly, I will simply set p(model 1) equal to p(model 2), which makes these terms drop out of the formula.  Note that the equation is ultimately only valid for estimating the ratio of the probabilities of the models and cannot be used to estimate the actual probability of a given model unless all models are tested.  Finally, p(the data | model 1) is the integrated likelihood of the data given the model over all possible values of the parameters.  The Bayesian Information Criterion (BIC) offers an estimate of this.  It is, in log-log form (Raftery 1995):  

Equation 2:  ln p(the data | the model) = ln p(the data | the model & maximum likelihood estimates of the parameters) - (d/2) ln n + O(1)

The first term on the right hand side is simply the log-likelihood of the maximum likelihood estimate.  d is the number of parameters, and n is the number of observations.  

O(1) in Equation 2 indicates that this estimate will differ from ln p(the data | model 1) by a constant amount, no matter how large n is.  This may not be as bad as it sounds because as n rises, the error stays constant while all other terms grow.  Moreover, if the researcher assumes that the prior variance-covariance matrix of the parameters is multivariate normal with mean equal to the maximum likelihood estimates of the parameters, then the error becomes O(n^(-.5))—the error falls by the inverse square root of n.   The variance of the prior matrix can be any variance of the researcher's choosing; the prior can be all but flat.  This choice of prior is reasonable.

This happy, simple result runs into difficulties in complex models that use dichotomous variables.  Such variables create ambiguity about the proper value for n.  Consider running two separate regressions, each with three variables and each with 200 observations.  Next, imagine running the same two regressions as a single regression with the variables simply piled on top of each other and differentiated by use of dichotomous variables.  The new regression will give identical results as the first two regressions.  But, the sum of the two estimates for p(the data | the model), based on an n of 100 for the first and 200 for the second, will not equal the estimate for p(the data | the model) based on an n of 300.  

Close examination of the derivation of Equation 2 (Raftery 1995) shows that ambiguity arises because of the prior.  The (d/2) ln n in Equation 2 can be replaced with .5*ln |A|,
 where |A| is the determinant of the information matrix (inverse of the variance-covariance matrix) of the maximum likelihood parameters.  Thus, this ambiguity can be made to disappear, so long as an error of O(1) is acceptable.  However, to get the error down to O(n^(-.5)), it is necessary to include a prior for the parameters, and this typically involves taking the observed ML information matrix and dividing each element by n—the resulting information matrix has the expected amount of information in a single observation.  In equations without dichotomous variables, this is equivalent to multiplying each variance or covariance by n—providing a reasonable and flat prior.  

Where dichotomous variables do not overlap, another solution to the ambiguity of n presents itself.  In the above example of a 300 observation regression that really combines one 100 observation and one 200 observation equations, the 300 observation estimate for p(the data | the model) can be made to equal the sum of the two separate estimates.  This can be done either by dividing each element of the information matrix by the n for that element (either 200 or 100) or by multiplying the elements of the variance-covariance matrix by their respective n and inverting to get the information matrix.  One-half the log of the determinant of the new prior information matrix, call it "i," is then added to the rest of the equation, giving Equation 3.  Note that .5*ln |i| is due entirely to the prior, while the rest of the equation is objective.

Equation 3:  ln p(the data | the model) = ln p(the data | the model & maximum likelihood estimates of the parameters) - .5*ln |A| + .5*ln |i| + O(n^(-.5))

Unfortunately, in the models considered here dichotomous variables do overlap, and this creates further difficulties.  The information matrix of regressions including overlapping dichotomous variables count the same information multiple times—namely, the information contained in overlapped observations.  This multiple counting results in difficulties taking the inverse of i (the information matrix with each element divided by its respective n)—the inverse implies negative variances for some parameters, which is impossible.  

In order to compare the likelihood of the models in this paper, it is necessary to find some acceptable solution to this problem of obtaining an acceptable prior i.  Of course, there is no "correct" i, but it would be nice to have a reasonable and systematic solution.  One solution statisticians adopt is to simply make a subjective guess as to what overall n is likely to be reasonable, given the nature of the model and the n's of its variables.  This is not particularly helpful for comparing models with somewhat different variables.  Another solution might be to focus on the objective portion of Equation 3, giving:

Equation 4:  ln p(the data | the model) = ln p(the data | the model & maximum likelihood estimates of the parameters) - .5*ln |A|  + [ O(1) or (d/2)ln(2*pi)+O(n^(-.5)), depending on assumptions]

The error of this "objective" method depends on what assumptions the user is willing to make.  If the user is willing to assume that the prior probability of the maximum likelihood estimates of the parameters exactly equals one, then the error is O(n^(-.5)) (also, (d/2)ln(2*pi) must be added to the equation).  This is a rather strong assumption.  If the user is not willing to make it, the error is O(1), which will be acceptable for large enough datasets.

The chief approach I take here, however, is to attempt to create a reasonable i matrix by inflating each element of the variance-covariance matrix by multiplying it by its respective n and then inverting the matrix.  So, the solution in equation form is:

Equation 5:  ln p(the data | the model) = ln p(the data | the model & maximum likelihood estimates of the parameters) - .5*ln |A| + .5*ln |i-hat| + O(n^(-.5)), where i-hat is the "reasonable" solution just discussed

This solution is imperfect because each element of the variance-covariance matrix is not necessarily influenced just by the variables that that element represents, though many elements are predominantly influenced in this way.  That said, most elements seem to be reasonably inflated and, after working with these estimates of i for some time, I can say that they give very reasonable results—they recommend eliminating variables that contribute little and including variables that are highly significant.  (If anyone knows of a better solution, please do contact me!)

Model Building

Theoretical Models

The chief hypothesis being tested here is V=>R=>M.  To clarify how the maximum likelihood models testing hypotheses like this are built, suppose subjects are divided into two groups, group 1 of which receives the questions in the order VRM and group 2 of which receives the questions in order MRV.  Also assume that V=>R=>M is indeed correct.  Then, a respondent in group 1 answering the V question will, on average, have a response time of:  

Response Time to V question in Group 1 (VRM)=time to read and understand V + time to cognize answer to V + error

In contrast, the average time to answer V for group 2 is:

Response Time to V question in Group 2 (MRV)=time to read and understand V  + error

The "time to cognize V" term disappears because V has already been cognized when the respondents thought of their answers to the M question which precedes V.  To insert these understandings into the gamma PDF, a variable is created that equals one for group 1 and zero for group 2.  Call this is the TimeToCognizeV variable.  Another variable, set always to 1, is the TimeToReadV variable.  These give the following equation:

Response Time to V question=b0*TimeToReadV + b1* TimeToCognizeV  + error

Two other equations would also be created, one for R and one for M.  Variables measuring individual differences can also be added to these equations.  The right hand side of these three equations are inserted into the 'u' in the gamma PDF for maximum likelihood estimation.  They are also inserted into 'v' because the variance or shape of gamma may vary depending on condition (order of questions posed).

Note that the time to read M and the time to cognize it cannot be separated given the way this model is built.  This is because, regardless of condition, M is never cognized before it is asked (assuming V=>R=>M is correct).  However, it is possible to ask the M question again, after respondents have answered all questions in the current condition, to get an estimate for the time it takes to read and understand the M question.  This estimate can then be used to tease apart reading and cognizing time for M.  

Such an estimate of the reading time for M may, however, be low because people do read questions somewhat faster the second time around.  To address this, V and R are also asked a second time.  These estimates can then be compared to the more correct estimates of reading time from the above equations and an estimate can be made of the proportion by which the actual reading time for V and R exceed the estimates from the second reading.  This proportion can then be used to better estimate the reading time for M.  Estimation of the proportion is built directly into the maximum likelihood analysis.  This involves including simple equations for the latencies of the second-pass questions.  It also requires that the reading times for V and R in the first-pass questions be estimated using the proportion parameter—which may well improve estimates of these reading times.  The proportion generally proves to be a quite believable 1.26 to 1.33—indicating people read a quarter to a third faster on the second pass.

Obviously, the logic used to build a statistical model for the theoretical hypothesis V=>R=>M can also be used to build models for other hypotheses.  The results of these models are then tested with Bayes factors to determine which is best.

Null Model

It is also possible to build an atheoretical model that serves as a standard of comparison for any conceivable theoretical model aimed at estimating mean response differences across condition.  In the atheoretical model, the u and v of each question's latency is allowed a different constant for every condition.  This simply acknowledges that each condition could be different and, unlike theoretical models, does not make assumptions that constrain the constants of the conditions.  A theoretical model that is substantially less probable than the null model, according to Bayes factors, does not adequately capture the data.  One that is as probable as the null model can be viewed as adequate.

Hypotheses 

Some Alternative Models

The chief hypothesis being tested here is that cognizing V must occur before cognizing R, which must occur before M—that is, V=>R=>M.  The number of possible alternative hypotheses within the theoretical framework of the response time methodology is 32
.  Without software specialized to the task, each of these models must be built by hand, a time-consuming task.  

For this paper at least, I will focus on testing just a few key alternative models.  To foreshadow somewhat, correlational analysis and confirmatory factor results point to V=>(R=M) or (R=M)=>V as plausible models given the data.  These must be tested.  Tests of the coefficients of the null model also strongly indicate there must be some relationship between all three cognitions.  Consequently, all models involving no relationships will be ignored, except, for the sake of demonstration, V R M.  Evidence against this model support the theoretical framework of the response time methodology by showing that people have not already cognized all three considerations prior to being asked about any of them.  Another key model is V=R=M.  As discussed earlier, if this proves to be the case, it may be that the methodology simply does not work—people automatically think about all three cognitions if they think about any one of them.  Finally, I will also focus on reverse causal models implying that behavioral intentions precede perceptions of moral value or sense of responsibility.  Thus, some plausible models might be:  M=>R=>V, M=>V=>R, and, given the plausibility of R=M, (R=M)=>V.  

There is one cause for concern regarding the test of the key model V=>R=>M.  As noted earlier, this model should hold under ideal conditions in which respondents have sufficient time and interest to fully process the cognitions involved.  The response latency method used here, however, depends on creating experimental conditions in which respondents do not think through an entire reasoning chain whenever they consider any part of that chain.  To do so, respondents are asked to respond quickly, though thoroughly, with the intent of getting them to process only required portions of the reasoning chain for each question.  These conditions could, however, give rise to insufficiently thorough processing of the responsibility model, with the result that the model itself might not fully hold.

Testing Behaviorism

The data herein were not designed to directly test whether cognizing a behavioral decision precedes cognizing the moral considerations.  Nevertheless, the data in this paper do provide useful evidence regarding claims that cognitions do not matter but are inferred from behavior or behavioral intentions.  Suppose that correlational analysis shows that R and M clearly mediate the relationship between V and behavior.  Suppose also that the reaction time method clearly shows that V precedes R and M in the inferential order.  This would be a difficult result for a behaviorist to explain.  It requires supposing that behavior directly influences V, yet is more strongly related to R and M, to which it is indirectly related through V. 

The data can also be tested for evidence of rationalization.  In rationalization, the threat of costly behavior causes reassessment of earlier cognitions, such as V, and lower levels of behavioral intentions or lower chance of behavior relative to initial values of earlier cognitions.  One strategy here is to identify people who appreciably lower their responses on a second asking of a question tapping V.  Those persons may have been rationalizing if they spend longer answering the intervening behavioral intention questions than persons who do not lower their responses to V.  This makes the plausible assumption that rationalizing takes more time than not rationalizing.  Another strategy focuses on people for whom behavioral intentions or behavior are less than what would be expected from prior cognitions such as V.  These individuals can be identified statistically, and a dichotomous variable can be included in the response time model for these persons to determine if they take significantly longer to answer the behavioral intention questions.  

Method

Participants

For this research, I recruited undergraduates at a conservative, career-oriented mid-sized university.  Respondents were recruited through a presentation in a number of social science and research methodology courses.  The vast majority of students taking these courses were in an information technology and management degree program affiliated with the social science department—a type of business degree.  The courses were required courses for the major.  Participants were 58% male vs. 42% female and 54% Caucasian, 23% Asian, 8% Indian (subcontinent), 3% African-American, 3% other ethnicities, and 9% prefer not to answer.  There were 181 persons who began the experiment, but due to computer errors key data was lost for 14 persons, leaving 167 respondents for data analysis.  A large percentage of those who were told about the study, probably well over 50%, took the study.  Determining an exact response rate would be difficult.

An examination of how college students choose to become politically involved can clarify how a politically important elite--college graduates (Wolfinger and Rosenstone 1980)—makes its consequential first decision to become politically active.  Intensive participation during college, particularly in political groups, carries over to later adult life (Fendrich and Turner 1989; Merelman and King 1986; Nassi 1981).  Such intensive involvement during the college years has effects on participation and political beliefs throughout adulthood (Jennings 1987).  More generally, this research focuses on basic psychological processes that hopefully are not fundamentally different for Americans of different demographics.

Materials

Respondents were interviewed by web-browser accessible software.  For most questions, respondents could mouse click anywhere on an essentially continuous response scale.  All respondents were familiar with using computers.  The program provided respondents with information about three nationally-recognized and influential public interest groups:  Amnesty International, the Children's Defense Fund (CDF), and the National Taxpayer's Union (NTU).  Only three groups were offered in order to reduce any variability that might occur due to group choice.  To give students of varying ideological perspectives an equal chance to find a desirable group, Amnesty and the CDF were chosen for broad appeal, and the NTU was chosen for appeal to more overtly conservative respondents.  The percent of respondents choosing each group was, respectively: 34%, 40%, and 26%.  Respondents read verbatim selections from the recruitment literature of these groups.

Procedures

I presented the study in four social science and research methodology courses.  The study was deceptively described as a study about how people perceive the political literature of public interest groups.  The deception was meant to prevent respondents from making evaluative judgments of the groups before being asked to do so.  Immediately after the presentation finished, a sign-up sheet and a box of full-sized Snickers candy bars was passed around the classroom.  Students were told they could take a candy bar if they signed up to participate.  They were also told they would be entered into a lottery for a $200 prize once they actually participated.  Over the next month, several emails went out to those who signed up for the study, reminding them to take it.  Respondents could take the study from any computer connected to the Internet, and they could do so at any time that was convenient for them.

The interviewing software explained the format of questions and gave respondents three screens on which to practice answering scale questions.  Subjects were told, correctly, that their answers would be completely anonymous because their answers to substantive questions would be stored separately from any identifying information.  The identifying information was inserted in a random location in a separate data table, so no inferences could be made about which persons made which responses.  The only substantive question that was stored with identifying information was the question about whether the respondent wanted to be contacted by the public interest group about which they had been interviewed.  

The software indicated that the study was about how people perceive the quality of public interest groups' political literature.  Respondents were told to select one of the three groups and read its literature thoroughly.  They were asked to, "...please focus on how well written the ad is.  Ask yourself if the wording is difficult or hard to understand, and if the sentences fit together well.  Also, make a mental note of the goals of the group."  The objective of these instructions was, again, to so preoccupy respondents with other tasks as to prevent them from evaluating the groups until they were asked to do so explicitly.

After reading about the group, subjects were given the instructions:  "First, and above all, be accurate.  Don't be in such a hurry to respond that you regret your answer.  Second, *once you have come up with an accurate answer*, respond quickly and move on to the next question promptly.  Please take no breaks."  Subjects were then asked to answer three questions about the writing quality of the articles, then an open-ended question about what the group's chief goal is, followed by the three responsibility model questions.  These three questions were given in different orders to four separate experimental groups:  VRM, RVM, MRV, and VMR.  The experimental groups were each approximately the same size, splitting the 167 responses four ways.  After these questions, subjects were told three of the questions would be repeated for statistical purposes.  The three responsibility model questions were then asked again, and they were followed with a question asking whether respondents wanted their electronic mail addresses to be forwarded to the group they had been discussing.  The interview concluded with demographic questions.  A debriefing email was then sent to each subject.

Measures

Responsibility Model Measures.  All of the terms in parentheses in the question texts below are scale anchors appearing on an essentially continuous scale (similar to that in Appendix A, with 49 tick marks).  The placeholder <group> indicates where the interviewing program substituted the name of a group.  There was no list of goals provided by the respondent (unlike Appendix A
).

1)  Moral value (V)--"If it succeeds in achieving its goals, I think <group> would make the world (a far worse place / neither / a far better place)."

2)  Responsibility (R)--"I feel (a strong responsibility to oppose / neither / a strong responsibility to contribute to) <group>'s goals."

3)  Reported motivation (M)--"I am strongly motivated (to participate *against* / neither / to participate *in*) <group>."

Reaction Time Measures.  Subjects' computers loaded, along with each question, a Javascript program that timed their responses and stored the results until the information was accepted and recorded by the server.  Thus, response time measures were only affected by the speed of the local computer and not the network or server.  Timing began the moment a new question was loaded and ended when the respondent clicked an answer.  Respondents could change their answer by clicking again on the scale.  If they did so, the elapsed time was added to their response time.  Timing values were in milliseconds.  The number of times a respondent clicked an answer on each question was also recorded.  The next question was loaded when the respondent clicked a continue button.  Respondents could not go back to previous questions.

Two reaction time values, one for moral value and the other for motivation, are so extreme that they almost certainly were due to wandering attention.  Both were over six standard deviations from their means and both were over 60 seconds in absolute terms, even though the median reaction time was closer 6 seconds.  These two values were reset to the second most extreme values of each variable
.

Measuring Behavior.  At first thought, I take the reported motivation measure described above as a measure of behavioral intention.  Analyses below reveal that sense of responsibility may be the better measure of behavioral intention.  Behavior itself was measured by the question in which respondents were asked whether they wanted their email address forwarded to a public interest group so the group could contact them.  In order to answer this question in the affirmative, they had to enter their email address.  I view this as participation behavior.  In providing their email addresses, respondents are agreeing to be contacted, perhaps repeatedly, by someone from the group.  In previous research, respondents who agree to be contacted act very differently once contacted than those who have not agreed.  Only 16% of subjects in the current study agreed to be contacted, indicating that subjects took the behavioral commitment seriously.

Control Variables.  Two control variables are incorporated into the u and v of the maximum likelihood analysis.  First, a dichotomous variable was included to indicate whether a subject clicked more than once to answer a given question.  Clearly, subjects waste time when they change answers and this should be taken into account.  Second, a variable was included to control for individual differences in  response time.  The variable was constructed using timing data for 25 questions and textual pages not directly involved in the experiment.  Response times on each of these pages was standardized.  The means of these standardized values for each of the respondents were condensed into an individual differences variable.  This variable was centered at zero to avoid improper influence of other parameters.  The individual difference variable proves highly significant in most cases.

Results

The results are divided into five sections.  The sections address, in order, confirmatory factor analysis of the data, correlational analysis of causal order, findings from the atheoretical null model, the response time analyses, and tests of the rationalization hypothesis.

Confirmatory Factor Analysis

I tested two factor models.  One is that implied by the responsibility model, with factors as indicated in the Measures section above.  Each factor—moral value, responsibility, motivation—has two questions.  I also tested a second model in which the responsibility and motivation factors are collapsed into a single factor.  This model suggests itself because of the high correlation of the responsibility and motivation factors, as discussed below. 

Table 1 shows several confirmatory factor statistics for the two models.  Values above .05 for the Bollen-Stine bootstrapped p-value are considered good in practice, indicating that the hypothesis that the data fit the model cannot be rejected.  From Table 1, it is clear that the full responsibility model fits the data very well according to all the statistics, while the model that collapses the responsibility and motivation factors does very poorly.  In addition to the statistics in Table 1, the full responsibility model proves far superior to the responsibility is motivation model in terms of bootstrapped implied vs. population discrepancy (Linhart and Zucchini 1986), Akaike information criterion, and Bayes information criterion.

Table 1—Confirmatory Factor Model Fit

	Model
	Bollen-Stine

Bootstrapped

P-value (N=5000)
	Comparative

Fit

Index
	/d.f.
	RMSEA

	Responsibil.

Model
	.67
	1.00
	.78
	.00

	Resp. Model w/ Resp=Mot
	.00
	.94
	9.74
	.23

	"Good" Values
	>.05
	>.90
	<2.00
	<.080


Note:  N=167.

Table 2 indicates the extent to which the factors identified by the full responsibility model are distinct.  It reports statistics for the estimated correlations between factors as well as the top .05 bootstrapped confidence limit for these correlations.  For example, the .94 for the correlation of the responsibility and motivation factors means that in only 5% of bias-corrected bootstrapped samples was the correlation more than .94
.  As long as the upper bound is less than one, the hypothesis that the factors are really the same can be rejected.  

Table 2—Correlations Between Factors of Full Responsibility Model

	Factors
	Estimated

Correlations

Of Factors
	Top .05 Confidence Limit For Est. Correlations (Bootstrapped N=5000)

	Moral Value & Resp.
	.65
	.73

	Moral Value & Motiv.
	.62
	.70

	Resp. & Motivation
	.90
	.94


Note:  N=167.  Confirmatory factor analysis conducted in AMOS.

Nevertheless, the .90 estimated factor correlation between responsibility and motivation is high, even though the factors are not identical
.  In another study (Muhlberger 1995), the estimated factor correlation between motivation and responsibility was a lower .78 (s.e.=.05).  In that study, respondents were under no time pressure, and they were encouraged to think about their participation decision.  A difficulty with the current study is that respondents are asked to entertain the motivation question under time pressure and with, at best, having only been asked to think about ethical considerations.  Not surprisingly, sense of responsibility and motivation prove strongly correlated, though distinct.  Quite possibly, some respondents might not have distinguished the two cognitions, though some clearly did.

Correlational Analysis of Causal Order

For an analysis of causal order, all possible regressions of the variables were examined.  Analyses with continuous dependent variables were conducted using covariance structure analysis ("LISREL").  Covariance structure analysis simply corrects regressions for error in the independent variables, error which can give misleading results in OLS regression.  Probit analysis was used where the dichotomous behavior variable is the dependent variable.  

    Table 3 reports the most pertinent regressions.  To understand the significance of Table 3, note that all bivariate analyses (not shown) indicate that all four variables or factors have highly significant relationships.  The weakest bivariate relationship of the responsibility model factors, not including behavior, had a z-score of 8.89.  The weakest bivariate relationship between behavior and the other three variables had a z-score of 2.88.  Because the bivariate relationships are strong, the presence of non-significant z-scores in Table 3 indicates either that a) the effect of a variable (or factor) on the dependent variable is being mediated by another variable or b) multicollinearity is suppressing the z-score.

Before discussing the analysis results, it is helpful to know that the patterns observed are consistent with the model:  V->R->M and R->B(ehavior).  That is, responsibility directly determines both behavior and motivation, but motivation does not influence behavior.  Actually, this model and other aspects of the results are consistent with the hypothesis that motivation measures much the same thing as responsibility, but to the extent that it differs systematically from responsibility, that difference does not help predict behavior.

In regression 1) of Table 3, the effect of moral value on motivation appears to be blocked.  More detailed analyses indicate that responsibility is at the root of this blocking effect.  This is consistent with either the responsibility model (V->R->M->B) or the V->R->M and R->B model, because responsibility mediates the relationship between moral value and motivation in both.  Also, the presence of responsibility also blocks the effect of behavior on motivation, which is consistent only with the V->R->M and R->B model.  In regression 2), the effect of moral value on responsibility is not blocked by the presence of motivation, which is consistent with either model.  Consistent only with the V->R->B model, however, behavior significantly affects responsibility despite the presence of motivation.  In regression 3), the effects on moral value of both motivation and behavior are blocked by the presence of responsibility, as can be expected from either model.

Table 3—Analysis of Causal Order

	
	Independent Variables

z-score (one-sided p-value)



	Dependent Variable
	Moral Value
	Responsibility
	Motivation
	Behavior

	1) Motivation
	1.28 (.10)
	12.09 (.00)
	
	.74 (.23)

	2) Responsib.
	3.03 (.00)
	
	12.23 (.00)
	1.71 (.04)

	3) Moral Val.
	
	3.02 (.00)
	1.30 (.10)
	-.84 (.20)

	4) Behavior
	.32 (.37)
	2.11 (.02)
	.654 (.26)
	

	5) Behavior
	.44 (.33)
	3.16 (.00)
	
	

	6) Behavior
	1.22 (.11)
	
	3.22 (.00)
	


Note: N=167, except where behavior is dependent variable, for which N=165.  Probit analysis is used where behavior is the dependent variable.  Covariance structure analysis ("LISREL") is used where behavior is not the dependent variable.

In regression 4), the effect of moral value on behavior is blocked by the presence of either responsibility or motivation, as demonstrated in 5) and 6).  In regression 4), the effect of motivation is blocked by responsibility, again consistent with the V->R->M and R->B model.  On the other hand, it should be noted that a good part of the effect of responsibility is blocked by the presence of motivation—as indicated by comparison with 5).  This underscores the close relationship between motivation and responsibility
.

The inefficacy of motivation in influencing behavior in 4) should be taken with a grain of salt.  Respondents can be divided into a group that heeds motivation and one that clearly does not.  Respondents who spend relatively more time answering the motivation than the responsibility question show a significance value for motivation that is better than for responsibility (p=.08 vs. p=.10, one-sided
).  This analysis involved a median split of the data
.

The model best supported by this analysis, then, is:  V->R->M and R->B with R having a strong covariation with M, consistent with the confirmatory results.  This is, of course, equivalent, as far as the analysis of causal order is concerned, to the causality reverse model B->R->V and M->R.  It will take the response time analysis to clarify the directions of these arrows.  Given what has been learned via confirmatory factor analysis and the correlational analysis of causal order, the most likely models for the response time analyses of the three responsibility model cognitions are: V=>R=>M or M=>R=>V and, given the strong similarity of  R and M, V=>(R=M) or (R=M)=>V.  

It is crucial to note that in other studies of the responsibility model, motivation proved to mediate all or virtually all of the effects of other variables on behavior (Muhlberger 1995; Muhlberger 1996).  The irrelevant position of motivation in the current analysis is most likely the result of time pressure.

Atheoretical Null Model

As discussed earlier, the data can be analyzed with an atheoretical null model that encompasses all possible theoretical models involving estimation of mean response time by condition.  The coefficients of the null model can be examined for consistency with specific models such as V=>R=>M.  Such an examination will likely not be conclusive because the patterns of significance or insignificance of coefficients will almost certainly not correspond precisely to a given model, particularly given a) the influence of extreme outliers in response time data and b) the likelihood of substantial individual differences between conditions.  More conclusive are the direct comparisons of models in the next section.  Nevertheless, readers who like to be close to the data will no doubt want to see the null model.  I will also present some hypothesis tests of coefficients relevant to the V=>R=>M model.

Table 4—Null Model and Test of V=>R=>M

	Response Time To:
	Estimated Coefficient of Mean Response Time in Seconds (std. error)

	Moral Value Question in Experimental Condition:
	

	VRM;  RVM;  MRV;  VMR
	7.35 (.49); 5.34 (.22); 6.05 (.38); 8.29 (.83)

	Responsibility Question in Experimental Condition:
	

	VRM;  RVM;  MRV;  VMR
	6.45 (.33); 7.85 (.46); 6.35 (.42); 5.17 (.30)

	Motivation Question in Experimental Condition:
	

	VRM;  RVM;  MRV;  VMR
	5.56 (.32); 4.89 (.20); 6.40 (.35); 5.93 (.36)

	Hypotheses About Mean Response Times: (A<B means A slower than B)
	2 w/ 1 d.f. (p-value, hypothesis truth)

	1) V in RVM = V in MRV
	2.75 (.10, true)

	2) V in VRM = V in VMR
	.99 (.32, true)

	3) V in VRM & VMR < V in RVM  & MRV
	15.88 (.00, true)

	4) R in VRM < R in MRV
	0.04 (.43, false)

	5) R in VRM < R in VMR
	9.46 (.00, true)

	6) R in VRM < Avg.(R in MRV, VMR)
	2.86 (.05, true)

	7) R in RVM < Avg.(R in other 3)
	14.53 (.00, true)

	8) M in VRM = M in RVM
	4.07 (.04, false)

	9) M in VMR < M in VRM
	.83 (.18, false)

	10) M in VMR < M in RVM
	11.13 (.00, true)

	11) M in VMR < Avg.( M in VRM & RVM)
	4.78 (.03, true)

	12) M in MRV< Avg. (M in other 3)
	7.15 (.00, true)


Note: N=167; Log-likelihood=-2180.966.  Maximum likelihood with gamma PDF employed.  Control variables included for individual differences and more than one click to answer.  One-sided p-values used for all relationships of inequality (all differences are in expected direction) and two-sided p-values for all relationships of equality
.

The first important result of Table 4 is that a question appearing first in an experimental condition is always responded to more slowly than a question appearing in any other position, as demonstrated by tests 3), 7), and 12).  Answering a question about any of the cognitions makes a reply to any other question more prompt.  This suggests that the cognitions are related.  Second, nine of 12 of the hypotheses implied by V=>R=>M prove correct.  In two of the remaining cases, 4) and 9), in which a difference between coefficients is expected, the coefficients are in the expected direction.  The final remaining case calls for equality between two coefficients, and the difference between them is only significant at the .04 level.  Moreover, the exceptions do not coherently point to any alternative model.  For example, M in RVM proves significantly faster than M in VRM, even though the two occur after all previous cognitions.  The most likely explanation for these exceptions is random differences between respondents or outliers.  Thus, the results above support V=>R=>M.  They also support V=>(R=M), because none of the hypotheses distinguish between the two models.  The results do not support a reverse causal order such as:  M=>R=>V.

Response Time Analysis

Given what has been learned through confirmatory factor analysis and the correlational analysis of causal order, the most likely models for response time are: V=>R=>M or M=>R=>V and, given the strong similarity of  R and M, V=>(R=M) or (R=M)=>V.  Rejecting behaviorism, the most plausible models are V=>R=>M and V=>(R=M).  As it turns out, the V=>(R=M) proves more probable than V=>R=>M in this dataset.  Table 5 uses Bayes factors to compare V=>(R=M) to a number of alternative models.  The first number in each cell in the first two columns is the Bayes factor p(model of current row) / p(model V=>(R=M) )—that is, the ratio of the probability of the model on that row to the probability of V=>(R=M).  On analogy with hypothesis testing, ratios below .05 indicate that V=>(R=M) is substantially more probable than the model on that row.  In parentheses next to the Bayes factor, the integrated log-likelihood of the model on the row is given (that is, ln p(the data | row model) ).  This, along with the integrated log-likelihood of the V=>(R=M), is used to calculate the Bayes factor.  The formula is:  exp(integrated log likelihood of row model - integrated log likelihood of V=>(R=M)), which readers can use for their own calculations.

The first column of Table 5 gives the "reasonable estimate" described earlier.  This is the most plausible estimate.  The "objective estimate" is given in the next column, but this estimate will differ from the quantity being estimated by a constant amount.  To show how reasonable the reasonable estimate is, a lower and upper bound for the log-likelihood are given in the last two columns.  Here, I follow a procedure similar to that of statisticians—I provide a guess for the lower and upper conceivable values for n in Equation 2 in the Bayes Factors section above, and use this to estimate the integrated log-likelihood.  Because most but not all variables are dichotomous and the approximate size of each experimental condition is 43, I use 43 as a lower bound.  Because one of the control variables does in fact span across 167 observations, the upper bound needs to be appreciably larger than 43.  I guess an n of 100 is a plausible upper limit.

Table 5—Bayes Factors Comparison of Response Time Models

	
	Bayes Factors [p(model of current row) / p(model V=>(R=M) ) ] in Columns 1 and 2



	Model:
	Reasonable Estimate;

Bayes Factor (Log-likelihood Row Model)
	"Objective" Estimate;

Bayes Factor (Log-likelihood Row Model)
	Lower Bound Log-likelihood Row Model (n=43)
	Upper Bound Log-likelihood Row Model

(n=100)

	V=>(R=M)
	1 (-2294.2)
	1 (-2256.4)
	-2278.9
	-2297.9

	Null Model
	.27 (-2295.5)
	1619 (-2249)
	-2282.5
	-2305.3

	V=>R=>M
	.10 (-2296.5)
	.80 (-2256.6)
	-2279.8
	-2299.2

	V  R  M
	.00 (-2320.5)
	.00 (-2279.6)
	-2305.8
	-2324.8

	V=R=M
	.02 (-2298.2)
	.01 (-2261.0)
	-2283.5
	-2302.1

	M=>R=>V
	.00 (-2301.2)
	.01 (-2261.3)
	-2285.0
	-2304.4

	M=>V=>R
	.00 (-2301.4)
	.02 (-2260.4)
	-2284.5
	-2303.9

	(R=M)=>V
	.00 (-2300.7)
	.00 (-2262.4)
	-2285.4
	-2304.4

	Median Split by Individual Speed
	
	
	(n=21)
	(n=50)

	V=>(R=M)
	1 (-1260.3)
	1 (-1216.8)
	-1242.1
	-1262.1

	V=>R=>M
	.74 (-1260.6)
	6.7 (-1214.9)
	-1243.0
	-1262.6


Note: N=167.  Maximum likelihood with gamma PDF employed.  Control variables included for individual differences and more than one click to answer.  "Reasonable Estimate" employs Equation 5 in Bayes Factors section; "Objective Estimate" employs Equation 4 with O(1).  Models built as described in Model Building section, Theoretical Models subsection.

It turns out that the reasonable estimate's log-likelihood always falls between the upper and lower bounds in Table 5.  Moreover, the reasonable estimate proves consistently to be just a few points below the upper bound estimate.  These results indicate that the reasonable estimate is indeed reasonable and systematic.  In contrast, the "objective" estimate proves to consistently fall appreciably below the lower bound.  Nevertheless, for most models the "objective" estimate leads to the same conclusion as the reasonable estimate—an indication of the robustness of the conclusions.

Focusing, then, on the reasonable estimates, the first noteworthy result is that the reference model, V=>(R=M), proves more than three times as probable as the null model.  Recall that the null model captures any theoretical model that attempts to predict mean response times in differing conditions.  The comparability of the reference model indicates that it adequately fits the data, and a search for some alternative type of theoretical model is not required.  The reference model is also ten-times as probable as V=>R=>M, the ideal responsibility model.  This does not quite reach "significance" at the .05 level.  

Results also suggest that the methodology described in this paper can be made to work.  The reference model proves far superior to the model V  R  M, which indicates question order does not affect response time in any way.  It could mean that subjects reasoned through the entire reasoning chain prior to being asked anything about it.  It might also mean that the cognitions are not connected, and therefore do not affect each other's average response time.  Importantly, the reference model also does "significantly" better than the V=R=M model.  Had this model proved superior, it could mean that people cognize the entire reasoning chain when they are asked even a single question, which would undermine the logic of the response time methodology.

The next three models—M=>R=>V, M=>V=>R, and (R=M)=>V—all test the possibility that behavioral intentions, as embodied either in motivation or responsibility, are cognized before moral value (V).  These models essentially ask whether the inferential order is reversed, as indicated by behaviorism.  These models do very poorly.  Even the best of these is 665 times less probable than the reference model, according to the reasonable estimate.

The final two rows of Table 5 address the question of whether at least some respondents used the V=>R=>M model implied by the ideal responsibility model.  I speculated that persons who answered more carefully should be more likely to use the V=>R=>M model.  To operationalize "careful answering," I split the data by the median value of a variable indicating mean standardized response time to questions not directly involved in the models above.  This operationalization is no doubt weak because mean response time varies not only by careful answering but also by individual differences in ability to handle tasks quickly.  The table reports the results of analyses of the half of the sample that responded more slowly.  The probability of V=>R=>M is virtually indistinguishable from the probability of V=>(R=M).

Rationalization

One quick test for the presence of rationalization checks whether cognitions that rationalization might have adjusted downward are in fact lower on a second asking of their questions.  Moral value does in fact see a significant (p=.004, two-sided t-test) reduction in mean value by the second asking, but the change is very small in absolute terms—a reduction from 35.56 to 34.84
.  Oddly, however, moral value sees a reduction in the RVM and MRV experimental conditions almost as significant as in the VRM and VMR conditions (p=.05 vs. p=.03).  This is odd because moral value occurs after behavioral intentions are requested in the first two conditions, which should mean that the first asking of moral value in these conditions has already been downward adjusted.  As a result, there should be no mean difference with the second asking of the question.  It does not, therefore, seem productive to look for rationalization by identifying people who seem to have rationalized their response to the moral value question between first and second asking—the difference is small and occurs even where not theoretically expected.

A second test identifies rationalizers by looking for persons whose moral value (on the first asking) predicts higher levels of behavior or behavioral intentions than actually observed
.  If these persons are rationalizing, and if they do this rationalizing on questions about behavioral intentions, they should take longer to answer these questions.  Either the responsibility or motivation questions can be taken as questions about behavioral intentions on which respondents might have rationalized.  I examined the 25% of respondents whose predicted level of responsibility given moral value was farthest above their actual responsibility.  These respondents were identified with a dichotomous variable, and this variable was inserted in the response time model for V=>(R=M), the best model.  If this variable proves significant and positive in either the first or second asking of the responsibility or motivation questions, these people may have been busy rationalizing their answers.  In fact, however, the variable never proves significant and has a mix of negative and positive values (z-scores=  -1.22, -.06, .60, .79).  A similar analysis, now creating a dichotomous variable for the 25% of the sample that had the highest predicted probabilities of engaging in behavior but chose not to, results in a similar null finding (z-scores= .63, .68, -1.24, .96).

Summary and Discussion

The confirmatory factor analysis (Table 1) indicates that all three factors of the responsibility model of political participation—moral value (V), sense of responsibility (R), and motivation (M)—are statistically distinct (Table 2).  Responsibility and motivation, however, are so strongly correlated that subjects may have cognized them more or less simultaneously.  The correlational analysis of causal order (Table 3) also implies a strong relationship between responsibility and motivation, but suggests that behavior is more tightly related to sense of responsibility than to motivation.  Taken together, these analyses imply that one of four response time models should prove superior to the rest:  V=>R=>M or V=>(R=M), or their causally reversed siblings M=>R=>V or (R=M)=>V.  On the assumption that behavioral intentions do not appreciably influence such cognitions as moral value, the most plausible models are simply the first two.

An analysis of the coefficients of the null model, which indicate mean response time in each experimental condition, support V=>R=>M or V=>(R=M) (Table 4).  More importantly, the full response time analysis (Table 4) demonstrates the superiority of the V=>(R=M) model over seven other models, including several causally reversed models, and V=>R=>M itself.  The response time method therefore picks one of the four models suggested by the analysis of causal order and confirmatory factor analysis.  This supports the convergent validity of the response time method introduced here.  The method also rejects the V  R  M (no relationship) and V=R=M models, which might imply that people process reasoning chains either prior to being asked about them or process them all at once on the first related question.  Thus, the results here support the practical value of the response time method.

In addition, the method clearly adds value to other approaches for discerning the inferential order of reasoning chains.  In the current results it provides strong conclusions regarding the direction of inference.  The response time method rejects the reverse-causal models that are always a possibility under correlational analysis of causal order.  In one important respect, the response time method yields more plausible conclusions than correlational methods about which cognitions go together.  Respondents can consciously shape their responses to questions so the correlations between them fit some theory they have about how the questions go together.  They would, however, find nearly impossible, when a response time task surprises them in the middle of an interview, to:  a) construct a theory of how their response speeds ought to vary given their beliefs about how questions go together and b) vary their response times to fit this theory.  The response time method may be beyond conscious manipulation.  As a consequence of the analyses in this paper, the responsibility model assertion that perceptions of moral value (V) gives rise to sense of responsibility (R) is supported in a new and compelling way.

  The response time method could also serve as an alternative method by which to check the robustness of the conclusions of another method—experiments in which inferential order is determined by manipulating cognitions or behavior.  With the right software, the response time method could be much easier and less resource consumptive to implement than such experiments.

Results here do, however, point to a potential limitation of the response time method.  The method depends on creating conditions under which a respondent will not fully cognize a reasoning chain when asked about only one of the early cognitions in that chain.  Achieving this may require putting time-pressure on respondents.  But, such time-pressure may alter how thoroughly respondents cognize the questions.  In the current study, correlational and confirmatory factor results for the motivation question prove markedly different than in prior research.  Motivation does not seem fully cognized, and indeed proves little different than sense of responsibility.  Thus, the conclusion that R=M from the response time results does not seem compelling (and indeed proves no more convincing that R=>M for the subset of respondents who spent more time on their replies).  Only additional research and creativity will determine how much of a limitation this reactivity of the response time method proves to be.

This study was not designed to directly address the question of behaviorism—whether behavior causes cognition.  To more directly address behaviorism, the behavioral measure used here could have been worked into the response time experiment—a good idea for a future study.  Despite the limitations of the current study, the results nevertheless create an explanatory conundrum for behaviorists.  V appears to be inferentially prior to R.  A behaviorist must conclude that behavior or behavioral intention is inferentially prior to V, because behavior drives cognition.  Yet, behavior proves more strongly related to R than V, and R apparently mediates the relationship of V and behavior.  How is this possible if V mediates the effect of behavior on R?  Though perhaps not an impossible puzzle, a behaviorist explanation would likely be rather complicated.  

One solution to this puzzle is rationalization.  Namely, behaviorism is still correct because respondents heavily modify their cognitions once they realize the cognitions would lead to costly behavior.  The reaction time method can be used to test for rationalization.  No evidence of it was found here, though perhaps if the behavior were more costly and overt than that measured here, rationalization might appear.  Considering, however, that only 16% of respondents in this study engaged in the measured behavior, that behavior probably was viewed as moderately costly.

Much more needs to be done to establish the response time method as a vehicle for determining the order of reasoning chains or of cognitions and behavior.  The study presented here provides only initial evidence that the method works and yields plausible results.  The method should be checked against the results of experiments that directly manipulate cognitions.  It should be checked to see if it proves robust to subjects deliberately asked to fake their timing data to be consistent with a particular outcome.  It should be tried on other reasoning chains, and with different instructions to respondents.

A number of improvements could also be made to the statistical implementation of the response time method.  High on the list of desiderata would be a more definitive way of constructing a prior for Bayes factors in complex models with overlapping dichotomous variables.  Second, a method for systematically dealing with the extreme outliers of timing data would be helpful.  Even with the gamma function, a number of response times in the current data are extremely unlikely.  Perhaps a mixture model of some kind could be used to address such outliers without requiring subjective decisions.  Third, scaling methods might be used to provide a more statistically sound estimate of individual differences.  Finally, it may be possible to construct a model that allows individuals to stochastically jump ahead in the reasoning chain at any point.
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